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Section 1. Overview
fAN ISR

This section includes the following chapters:

m Chapter 1, Introduction to the Hard Processor System
m Chapter 2, Clock Manager

m Chapter 3, Reset Manager

“ e For information about the revision history for chapters in this section, refer to

“Document Revision History” in each individual chapter.
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A |:| = o A 1. Introduction to the Hard Processor
= ® System

The Cyclone® V SoC FPGA device is a single-die system on a chip (SoC) that consists
of two distinct parts—a hard processor system (HPS) portion and an FPGA portion.

Figure 1-1 shows a high-level block diagram of the Altera SoC FPGA device. Blocks
connected to device pins have symbols (square with X) adjacent to them in the figure.

Figure 1-1. Altera SoC FPGA Device Block Diagram

Altera SoC FPGA Device
HPS Portion FPGA Portion
XXX XX XX X XXX XX XXX X X X X X X X X X X
Flash SDRAM Controller
Controllers Subsystem Control| ~ User HSSI
Block I/0 Transceivers
Cortex-A9 MPU Subsystem
HPS-FPGA
Interfaces FPGA Fabric
On-Chip Support (LUTs, RAMs, Multipliers & Routing)
Memories Peripherals
Interface Hard Hard Memory
PLLs ) Deb PLLs
Peripherals ug PCle Controllers
DI X XTI DX DX X IXTIXT XTI DXIXIIXI XTI DX X DX IXT XTI X X

The HPS contains a microprocessor unit (MPU) subsystem with single or dual ARM®
Cortex™-A9 MPCore processors, flash memory controllers, an SDRAM controller
subsystem, on-chip memories, support peripherals, interface peripherals, debug
capabilities, and PLLs. The dual-processor HPS supports symmetric (SMP) and
asymmetric (AMP) multiprocessing.

The FPGA portion of the device contains the FPGA fabric, a control block (CB), phase-
locked loops (PLLs), and depending on the device variant, high-speed serial interface
(HSSI) transceivers, hard PCI Express® (PCIe®) controllers, and hard memory

controllers.
“ e For information about the FPGA portion of the device, refer to Cyclone V Device
Overview.

©2012 Altera Corporation. All rights reserved. ALTERA, ARRIA, CYCLONE, HARDCOPY, MAX, MEGACORE, NIOS, QUARTUS and STRATIX words and logos
are trademarks of Altera Corporation and registered in the U.S. Patent and Trademark Office and in other countries. All other words and logos identified as
trademarks or service marks are the property of their respective holders as described at www.altera.com /common/legal.html. Altera warrants performance of its
semiconductor products to current specifications in accordance with Altera's standard warranty, but reserves the right to make changes to any products and
services at any time without notice. Altera assumes no responsibility or liability arising out of the application or use of any information, product, or service
described herein except as expressly agreed to in writing by Altera. Altera customers are advised to obtain the latest version of device specifications before relying
on any published information and before placing orders for products or services.

1SO
9001:2008
Registered

Cyclone V Device Handbook
Volume 3: Hard Processor System Technical Reference Manual
November 2012
=

Subscribe


http://www.altera.com/common/legal.html
http://www.altera.com/support/devices/reliability/certifications/rel-certifications.html
http://www.altera.com/support/devices/reliability/certifications/rel-certifications.html
http://www.altera.com/literature/hb/cyclone-v/cv_51001.pdf
http://www.altera.com/literature/hb/cyclone-v/cv_51001.pdf
https://www.altera.com/servlets/subscriptions/alert?id=cv_54001

Chapter 1: Introduction to the Hard Processor System
Features of the HPS

The HPS and FPGA portions of the device are distinctly different. The HPS boots
(from any of multiple boot sources, including the FPGA fabric and external flash
devices) and the FPGA gets configured (through the HPS or any external source
supported by the device).

For more information, refer to the Booting and Configuration appendix in volume 3 of
the Cyclone V Device Handbook.

The HPS and FPGA portions of the device each have their own pins. Pins are not
freely shared between the HPS and the FPGA fabric. The HPS I/O pins are configured
by software executing in the HPS. Software executing on the HPS accesses control
registers in the system manager to assign HPS I/0O pins to the available HPS modules.
The FPGA 1/0 pins are configured by an FPGA configuration image through the HPS
or any external source supported by the device.

The MPU subsystem can boot from flash devices connected to the HPS pins. Or, when
the FPGA portion is configured by an external source, the MPU subsystem can boot
from memory available to the FPGA portion of the device.

The HPS and FPGA portions of the device have separate external power supplies and
independently power on. You can power on the HPS without powering on the FPGA
portion of the device. But to power on the FPGA portion, the HPS must already be on
or powered on at the same time as the FPGA portion. You can also turn off the FPGA
portion of the device while leaving the HPS power on.

Features of the HPS

Cyclone V Device Handbook

The following list contains the main modules of the HPS:

m  An MPU subsystem featuring dual ARM Cortex-A9 MPCore processors
m  An SDRAM controller subsystem

®m  One general-purpose direct memory access (DMA) controller
m Two Ethernet media access controllers (EMACsS)

m Two USB 2.0 On-The-Go (OTG) controllers

® One NAND flash controller

B One quad SPI flash controller

B One Secure Digital (SD) / MultiMediaCard (MMC) controller
m Two serial peripheral interface (SPI) master controllers

m Two SPIslave controllers

m Four inter-integrated circuit (I>C) controllers

m 64 KB on-chip RAM

m 64 KB on-chip boot ROM

m Two UARTs

m Four timers

m Two watchdog timers
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m Three general-purpose I/O (GPIO) interfaces
m Two controller area network (CAN) controllers (certain device variants only)
m  ARM CoreSight™ debug components

m  Debug Access Port (DAP)

m Trace Port Interface Unit (TPIU)

m System Trace Macrocell (STM)

m Program Trace Macrocell (PTM)

m  Embedded Trace Router (ETR)

m Embedded Cross Trigger (ECT)

m A system manager

A clock manager

A reset manager

A scan manager

An FPGA manager

One FPGA-to-HPS bridge
Two HPS-to-FPGA bridges
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HPS Block Diagram and System Integration

Figure 1-2 shows a block diagram of most modules in the HPS. Debug modules are
not shown.

Figure 1-2. HPS Block Diagram
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The following sections list features of the HPS modules and reference related chapters
that provide more detailed information. The HPS incorporates third-party intellectual
property (IP) from several vendors. Each chapter in this handbook identifies
additional third-party IP documentation, if available from the third-party vendors.
"=~ No clock information is listed in the following summary sections. For comprehensive
clock information for all modules, refer to the Clock Manager chapter in volume 3 of
the Cyclone V Device Handbook.
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MPU Subsystem
The MPU subsystem provides the following functionality:
m ARM Cortex-A9 MPCore
m  One or two ARM Cortex-A9 processors in a cluster
m  NEON™ SIMD coprocessor and VFPv3 per processor
m  Snoop Control Unit (SCU) to ensure coherency within the cluster

m  Accelerator coherency port (ACP) that accepts coherency memory access
requests.

m Interrupt controller
m  One general-purpose timer and one watchdog timer per processor
m Debug and trace features
m 32-KB instruction and 32-KB data level 1 (L1) caches per processor
m  Memory management unit (MMU) per processor

m ARM L2-310 level 2 (L2) cache
m Shared 512-KB L2 cache

m  ACP ID mapper

m  Maps the 12-bit ID from the level 3 (L3) interconnect to the 3-bit ID supported
by the ACP

As shown in Figure 1-2, the L2 cache has one 64-bit master port connected to the L3
interconnect and one 64-bit master port connected directly to the SDRAM controller
subsystem. A programmable address filter in the L2 cache controls which portions of
the 32-bit physical address space use which master.

“ e For more information, refer to the Cortex-A9 MPU System chapter in volume 3 of the

Cyclone V Device Handbook.

Interconnect

The interconnect consists of the L3 interconnect and level 4 (L4) buses. The L3
interconnect is one ARM NIC-301 module composed of the following switches:

B L3 main switch
m Connects the master, slaves, and other subswitches
m  Provides 64-bit switching capabilities

m L3 master peripheral switch

m  Connects master ports of peripherals with integrated DMA controllers to the
L3 main switch

m L3 slave peripheral switch

m  Connects slave ports of peripherals to the L3 main switch

November 2012  Altera Corporation Cyclone V Device Handbook
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The L4 buses are each connected to a master in the L3 slave peripheral switch. Each L4
bus is 32 bits wide and is connected to multiple slaves. Each L4 bus operates on a
separate clock source.

For more information, refer to the Interconnect chapter in volume 3 of the Cyclone V
Device Handbook.

Memory Controllers

Cyclone V Device Handbook

The HPS provides the memory controllers described in this section.

SDRAM Controller Subsystem

The SDRAM controller subsystem is mastered by HPS masters and FPGA fabric
masters. The FPGA-to-HPS SDRAM interface is compatible with the hard memory
controllers in the FPGA portion of the device and with hard SDRAM controllers in
non-HPS FPGA devices, such as Stratix IV FPGAs.

The SDRAM controller subsystem implements the following high-level features:

m Support for double data rate 2 (DDR2), DDR3, and low-power double data rate 2
(LPDDR2) devices

m Software-configurable priority scheduling on individual SDRAM bursts

m  Error correction code (ECC) support, including calculation, single-bit error
correction and write-back, and error counters

m Fully-programmable timing parameter support for all [EDEC-specified timing
parameters

m All ports support memory protection and mutual accesses

m Support for ARM Advanced Microcontroller Bus Architecture (AMBA®)
Advanced eXtensible Interface (AXI™) quality of service (QoS) for the fabric
interfaces

The SDRAM controller subsystem is composed of the SDRAM controller and the DDR
PHY.

SDRAM Controller

The SDRAM controller contains a multiport front end (MPFE) that accepts requests
from HPS masters and from soft logic in the FPGA fabric via the FPGA-to-HPS
SDRAM interface.

The SDRAM controller offers the following features:

m Up to 4 GB address range

m 8-, 16-, and 32-bit data widths

m Optional ECC support

m Low-voltage 1.35V DDR3L and 1.2V DDR3U support
m Full memory device power management support

m Two chip selects
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The SDRAM controller provides the following features to maximize memory
performance:

m Command reordering (look-ahead bank management)
m Data reordering (out of order transactions)
m Deficit round-robin arbitration with aging for bandwidth management

m High-priority bypass for latency sensitive traffic

DDR PHY
The DDR PHY interfaces the single-port memory controller to the HPS memory 1/0O.

For more information, refer to the SDRAM Controller Subsystem chapter in volume 3 of
the Cyclone V Device Handbook.

NAND Flash Controller

The NAND flash controller is based on the Cadence® Design IP® NAND Flash
Memory Controller and offers the following features:

m  Supports single-level cell (SLC) and multilevel cell (MLC) NAND flash devices
m Integrated descriptor-based DMA controller
m 8-bit ONFI 1.0 NAND flash devices
m Programmable page sizes of 512 bytes, 2 KB, 4 KB, and 8 KB
m Supports 32, 64, 128, 256, 384, and 512 pages per block
m Programmable hardware ECC for SLC and MLC devices
m 512 bytes ECC sector size with 4-, 8-, or 16-bit correction
m 1 KB ECC sector size with 24-bit correction

For more information, refer to the NAND Flash Controller chapter in volume 3 of the
Cyclone V Device Handbook.

Quad SPI Flash Controller

The quad SPI flash controller is based on Cadence Quad SPI Flash Controller
(QSPI_FLASH_CTRL) and offers the following features:

m Supports SPIx1, SPIx2, or SPIx4 (quad SPI) serial NOR flash devices
m Supports direct access and indirect access modes.

m Supports single I/O, dual I/O, quad 1/0O instructions

m Programmable data frame size of 8, 16, or 32 bits

m Support up to four chip selects

For more information, refer to the Quad SPI Controller chapter in volume 3 of the
Cyclone V Device Handbook.
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SD/MMC Controller

The SD/MMC controller is based on Synopsys® DesignWare® Mobile Storage Host
(DWC_mobile_storage) controller and offers the following features:

m Integrated descriptor-based DMA
m Supports CE-ATA digital protocol commands
m Supports single card
m Single data rate (SDR) mode only
m Programmable card width: x1, x4, or x8
m Programmable card types: SD, SDIO, or MMC version 4.3 and 4.4 devices
m Up to 64 KB programmable block size

e For more information, refer to the SD/MMC Controller chapter in volume 3 of the
Cyclone V Device Handbook.

Support Peripherals

HPS provides the support peripherals described in this section.

Clock Manager

The clock manager offers the following features:
m  Manages clocks for HPS

m Supports dynamic clock tuning

“ e For more information, refer to the Clock Manager chapter in volume 3 of the Cyclone V

Device Handbook.

Reset Manager

The reset manager offers the following features:

m Manages reset for HPS

“ e For more information, refer to the Reset Manager chapter in volume 3 of the Cyclone V

Device Handbook.

System Manager

The system manager offers the following features:
m ECC monitoring and control
m Pin multiplexing

m  Low-level control of peripheral features not accessible through the control and
status registers (CSRs)

m Freeze controller that places I/O elements into a safe state for configuration

“% e For more information, refer to the System Manager chapter in volume 3 of the

Cyclone V Device Handbook.
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Scan Manager

The scan manager offers the following features:

m Drives serial scan-chains to FPGA JTAG and HPS I/O bank configuration

“ e For more information, refer to the Scan Manager chapter in volume 3 of the Cyclone V
Device Handbook.
Timers
The four timers are based on the Synopsys DesignWare APB Timers (DW_apb_timers)
peripheral and offer the following features:
m 32-bit timer resolution
m Support free-running timer mode
m Programmable time-out period up to approximately 86 seconds (assuming a

50 MHz clock)

B Interrupt generation

“ e For more information, refer to the Tiner chapter in volume 3 of the Cyclone V Device
Handbook.
Watchdog Timers
The two watchdog timers are based on the Synopsys DesignWare APB Watchdog
Timer (DW_apb_wdt) peripheral and offer the following features:
m 32-bit timer resolution
m Interrupt request
m Reset request
m Programmable time-out period up to approximately 86 seconds (assuming a

50 MHz clock)

“ e TFormore information, refer to the Watchdog Timer chapter in volume 3 of the Cyclone V
Device Handbook.
DMA Controller
The DMA controller provides high-bandwidth data transfers for modules without
integrated DMA controllers. The DMA controller is based on the ARM Corelink™
DMA Controller (DMA-330) and offers the following features:
m Microcoded to support flexible transfer types
m Supports up to 8 channels
m Supports flow control with 31 peripherals handshake interfaces

“ e For more information, refer to the DMA Controller chapter in volume 3 of the
Cyclone V Device Handbook.
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FPGA Manager

The FPGA manager offers the following features:

m Manages configuration of the FPGA portion of the device

m  Mimics passive parallel 32-bit configuration

m Partial reconfiguration

m Compressed FPGA configuration images

m Advanced Encryption Standard (AES) encrypted FPGA configuration images

®m  Monitors configuration-related signals in FPGA

m Provides 32 general-purpose inputs and 32 general-purpose outputs to the FPGA

fabric

For more information, refer to the FPGA Manager chapter in volume 3 of the Cyclone V
Device Handbook.

Interface Peripherals

HPS provides the interface peripherals described in this section.

EMACs

The two EMACs are based on the Synopsys DesignWare 3504-0 Universal
10/100/1000 Ethernet MAC (DWC_gmac) and offer the following features:

m Supports 10-, 100-, and 1000-Mbps standards
m  Supports RGMII external PHY interface
m Integrated DMA controllers

For more information, refer to the Ethernet Media Access Controller chapter in volume 3
of the Cyclone V Device Handbook.

USB Controllers

The two USB 2.0 On-The-Go (OTG) controllers are based on the Synopsys DesignWare
Cores USB 2.0 Hi-Speed On-The-Go (DWC_otg) controller and offer the following
features:

m  Supports USB 2.0 host and device operation
B Dual-role device (device and host functions)
m High-speed (480 Mbps)
m  Full-speed (12 Mbps)
m  Low-speed (1.5 Mbps)
m  Supports USB 1.1 (full-speed & low-speed)
m Integrated descriptor-based scatter-gather DMA (SGDMA)
m Support for external ULPI PHY

m Up to 16 bidirectional endpoints, including control endpoint
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m Up to 16 host channels

m  Supports generic root hub

m Automatic ping capability

m  Configurable to OTG 1.3 and OTG 2.0 modes

“% e For more information, refer to the LISB 2.0 OTG Controller chapter in volume 3 of the

Cyclone V Device Handbook.

I12C Controllers

The four I?C controllers are based on Synopsys DesignWare APB I?C (DW_apb_i2c)
controller and offer the following features:

m  Two controllers support I?°C management interfaces
m  Support both 100 KBps and 400 KBps modes
m  Support both 7-bit and 10-bit addressing modes
m  No support for mixed-address mode
®m Support master and slave operating mode
m Direct access for host processor

m  DMA controller may be used for large transfers

“%e For more information, refer to the I2C Controller chapter in volume 3 of the Cyclone V

Device Handbook.

UARTs

The two UART modules are based on Synopsys DesignWare APB Universal
Asynchronous Receiver/Transmitter (DW_apb_uart) peripheral and offer the
following features:

m 16550 compatible UART
m  Supports the auto flow control as specified in 16750 specification
m Supports IrDA 1.0 SIR mode
m Programmable baud rate up to 115.2 Kbps
m Direct access for host processor

m  DMA controller may be used for large transfers

“% e For more information, refer to the UART Controller chapter in volume 3 of the

Cyclone V Device Handbook.

CAN Controllers

The two CAN controllers are based on the Bosch® D_CAN controller and offer the
following features:

m Compliant with CAN protocol specification 2.0 part A & B

m Programmable communication rate up to 1 Mbps
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m  Holds up to 128 messages
m Supports 11-bit standard and 29-bit extended identifiers
m Programmable interrupt scheme
m Direct access for host processor
m  DMA controller may be used for large transfers
m Available on certain device variants only

For more information, refer to the Controller Area Network Controller chapter in
volume 4 of the Cyclone V Device Handbook.

SPI Master Controllers

The two SPI master controllers are based on Synopsys DesignWare Synchronous
Serial Interface (SSI) controller (DW_apb_ssi) and offer the following features:

m Programmable data frame size from 4 to 16 bits
m Supports full and half duplex
m Support up to two chip selects
m Direct access for host processor
m  DMA controller may be used for large transfers

For more information, refer to the SPI Controller chapter in volume 3 of the Cyclone V
Device Handbook.

SPI Slave Controllers

The two SPI slave controllers are based on Synopsys DesignWare Synchronous Serial
Interface (SSI) controller (DW_apb_ssi) and offer the following features:

m Programmable data frame size from 4 to 16 bits
m Supports full and half duplex
m Direct access for host processor
m  DMA controller may be used for large transfers

For more information, refer to the SPI Controller chapter in volume 3 of the Cyclone V
Device Handbook.

GPI0 Interfaces

The three GPIO interfaces are based on Synopsys DesignWare APB General Purpose
Programming I/O (DW_apb_gpio) peripheral and offer the following features:

m Supports digital de-bounce
m Configurable interrupt mode
m Supports up to 71 I/O pins and 14 input-only pins, based on device variant

For more information, refer to the General-Purpose I/O Interface chapter in volume 3 of
the Cyclone V Device Handbook.
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On-Chip Memory

On-chip memory consists of the two modules described in this section.

On-Chip RAM

The on-chip RAM offers the following features:
m 64 KBsize

B 64-bit slave interface

m High performance for all burst lengths

“ e For more information, refer to the On-Chip Memory chapter in volume 3 of the

Cyclone V Device Handbook.

Boot ROM

The boot ROM offers the following features:

m 64 KBsize

m Contains the code required to support HPS boot from cold or warm reset

m  Used exclusively for booting the HPS

“ e For more information, refer to the On-Chip Memory chapter in volume 3 of the

Cyclone V Device Handbook.

Endian Support

The HPS is natively a little-endian system. All HPS slaves are little-endian.

The processors masters are software configurable to interpret data as little-endian or
big-endian, byte-invariant (BES8). All other masters, including the USB interface, are
little-endian.

The FPGA-to-HPS, HPS-to-FPGA, and lightweight HPS-to-FPGA interfaces are
little-endian.

If a processor is set to BE8 mode, software must convert endianness for accesses to
peripherals and DMA linked lists in memory.

The ARM Cortex-A9 MPU supports a single instruction to change the endianness of
the processor and provides the REV and REV16 instructions to swap the endianness
of bytes or half-words respectively. The MMU page tables are software configurable to
be organized as little-endian or BES.

The ARM DMA controller is software configurable to perform byte lane swapping
during a transfer.

HPS-FPGA Interfaces

The HPS-FPGA interfaces provide a variety of communication channels between the
HPS and the FPGA fabric. The HPS is highly integrated with the FPGA fabric,
resulting in thousands of connecting signals. The HPS-FPGA interfaces include:
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FPGA-to-HPS bridge—a high-performance AXI bus with a configurable data
width of 32-, 64-, and 128-bits, allowing the FPGA fabric to master transactions to
the slaves in the HPS. This interface allows the FPGA fabric to have full visibility
into the HPS address space. This interface also provides access to the coherent
memory interface.

“ e For information about the coherent memory interface, refer to the Cortex-A9

MPU System chapter in volume 3 of the Cyclone V Device Handbook.

HPS-to-FPGA bridge—a high-performance AXI bus with a configurable data
width of 32-, 64-, and 128-bits, allowing the HPS to master transactions to slaves in
the FPGA fabric.

Lightweight HPS-to-FPGA bridge—an AXI bus with a 32-bit fixed data width,
allowing the HPS to master transactions to slaves in the FPGA fabric.

FPGA-to-HPS SDRAM interface—a configurable interface to the MPFE of the
SDRAM controller. You can configure the following parameters:

= AXI-3 or Avalon® Memory-Mapped (Avalon-MM) protocol

m  Up tosix ports

m  32-,64-,128-, or 256-bit data width of each port

FPGA clocks and resets—provide flexible clocks to and from the HPS.
HPS-to-FPGA JTAG—allows the HPS to master the FPGA JTAG chain.
TPIU trace—sends trace data created in the HPS to the FPGA fabric.

FPGA System Trace Macrocell (STM) events—an interface that allows the FPGA
fabric to send hardware events stored in the HPS trace using STM.

FPGA cross-trigger—an interface that allows triggers to and from the CoreSight
trigger system.

DMA peripheral interface—multiple peripheral-request channels.

FPGA manager interface—signals that communicate with FPGA fabric for boot
and configuration.

Interrupts—allow soft IP to supply interrupts directly to the MPU interrupt
controller.

MPU standby and events—signals that notify the FPGA fabric that the MPU is in
standby mode and signals that wake up Cortex-A9 processors from a wait for
event (WFE) state.

The address map specifies the addresses of slaves, such as memory and peripherals,
as viewed by the MPU and other masters. The HPS has multiple address spaces,
defined in the following section.
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Address Spaces
Table 1-1 shows the HPS address spaces and their sizes.

Table 1-1. HPS Address Spaces

Name Description Size
MPU MPU subsystem 4GB
L3 L3 interconnect 4 GB

SDRAM SDRAM controller subsystem 4 GB

Address spaces are divided into one or more nonoverlapping contiguous regions. For
example, the MPU address space has the peripheral, FPGA slaves, SDRAM window,
and boot regions.

Figure 1-3 shows the relationships between the HPS address spaces. The figure is not
to scale.

Figure 1-3. HPS Address Space Relationships

4GB
Peripheral Region Lightweight | Peripheral Region
i FPGA
FPGA Slaves FPGA
Slaves Slaves
Region Region
S 9 ? > feee 3GB
A
o LT 2GB
Region
SDRAM
Window
SDRAM
Window Nl feeee 1GB
\
RAM / SDRAM 4 > 0GB
L3 MPU SDRAM

The window regions provide access to other address spaces. The thin black arrows
indicate which address space is accessed by a window region (arrows point to
accessed address space). For example, accesses to the ACP window in the L3 address
space map to a 1 GB region of the MPU address space.

The SDRAM window in the MPU address space can grow and shrink at the top and
bottom (short, blue vertical arrows) at the expense of the FPGA slaves and boot
regions. For specific details, refer to “MPU Address Space”.

The ACP window can be mapped to any 1 GB region in the MPU address space (blue
vertical bidirectional arrow), on gigabyte-aligned boundaries.
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Table 1-2 shows the base address and size of each region that is common to the L3 and
MPU address spaces.

Table 1-2. Common Address Space Regions

Identifier Region Name Base Address Size
FPGASLAVES FPGA slaves 0xC0000000 960 MB
LWFPGASLAVES Lightweight FPGA slaves | 0xFF200000 2 MB
PERIPH Peripheral 0xFC000000 64 MB

SDRAM Address Space

The SDRAM address space is up to 4 GB. The entire address space can be accessed
through the FPGA-to-HPS SDRAM interface from the FPGA fabric. The total amount
of SDRAM addressable from the other address spaces varies. For specific details, refer
to “MPU Address Space” and “L3 Address Space”.

MPU Address Space
The MPU address space is 4 GB and applies to addresses generated inside the MPU.

The MPU address space contains the following regions:

m The SDRAM window region provides access to a large, configurable portion of the
4 GB SDRAM address space. The MPU L2 cache controller contains a master
connected to the L3 interconnect and a master connected to the SDRAM. The
address filtering start and end registers in the L2 cache controller define the
SDRAM window boundaries. The boundaries are megabyte-aligned. Addresses
within the boundaries route to the SDRAM master. Addresses outside the
boundaries route to the L3 interconnect master.

Figure 1-3 shows the reset values of the SDRAM window boundaries. By default,
processor accesses to locations between 0x100000 (1 MB) to 0xC0000000 (3 GB) are
made to the SDRAM controller, accesses to all other locations are made to the L3
interconnect. Addresses in the SDRAM window match addresses in the SDRAM
address space. Thus, the lowest 1 MB of the SDRAM is not visible to the MPU
unless the L2 address filter start register is set to 0.

o For more information about L2 address filtering, refer to the Cortex-A9

MPU System chapter in volume 3 of the Cyclone V Device Handbook.

The boot region is 1 MB starting at address 0x0 and is visible to the MPU only
when the L2 address filter start register is set to 0x100000. The L3 interconnect
Global Programmers View (GPV) remap control register determines if the boot
region is mapped to the on-chip RAM or the boot ROM.

<o For information about the L3 GPV remap control register bits, refer to the

Interconnect chapter in volume 3 of the Cyclone V Device Handbook.
The boot region is mapped to the boot ROM on reset. Only the lowest 64 KB of the

boot region are legal addresses because the on-chip RAM and boot ROM are only
64 KB.
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L= When the L2 address filter start register is set to 0, SDRAM obscures access
to the boot region. This technique can be used to gain access to the lowest
SDRAM addresses after booting completes.

m The FPGA slaves region provides access to 960 MB of slaves in the FPGA fabric
through the HPS-to-FPGA bridge. If the top of the SDRAM window increases in
the MPU address space (by writing to the L2 address filter end register), the lower
portion of the FPGA slaves region is obscured from the MPU subsystem.

m The peripheral region contains 64 MB at the top of the address space. The
peripheral region includes all slaves connected to the L3 interconnect, L4 buses,
and internally-decoded MPU registers (SCU and L2). The boot ROM and on-chip
RAM are always mapped into the peripheral region (independent of the boot
region contents). The lightweight FPGA slaves are also mapped in the peripheral
region and provide access to 2 MB of slaves in the FPGA fabric through the
lightweight HPS-to-FPGA bridge.

Table 1-3 shows the base address and size of each MPU address space region that is
not included in Table 1-2.

Table 1-3. MPU Default Address Space Regions

Identifier Region Name Base Address Size
MPUBOOT Boot region 0x00000000 1 MB
MPUSDRAM SDRAM window 0x00100000 3071 MB

L3 Address Space

The L3 address space is 4 GB and applies to all L3 masters except the MPU subsystem.

The L3 address space configurations contain the following regions:

m  The peripheral region is the same as the peripheral region in the MPU address

space except that the boot ROM and internal MPU registers (SCU and L2) are not
accessible.

The FPGA slaves region provides access to 960 MB of slaves in the FPGA fabric
through the HPS-to-FPGA bridge.

The SDRAM window region is 2 GB and provides access to the bottom 2 GB of the

SDRAM address space. The L3 interconnect GPV r emap register determines if the

64 KB starting at address 0x0 is mapped to the on-chip RAM or the SDRAM. The

SDRAM is mapped to address 0x0 on reset.

“ e For information about the 1.3 GPV remap control register bits, refer to the
Interconnect chapter in volume 3 of the Cyclone V Device Handbook.

The ACP window region is 1 GB and provides access to a configurable
gigabyte-aligned region of the MPU address space. Registers in the ACP ID
mapper control which gigabyte-aligned region of the MPU address space is
accessed by the ACP window region. The ACP window region is used by L3
masters to perform coherent accesses into the MPU address space.

“ e For more information about the ACP ID mapper, refer to the Cortex-A9
MPU System chapter in volume 3 of the Cyclone V Device Handbook.
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Table 1-4 shows the base address and size of each L3 address space region that is not

included in Table 1-2.

Table 1-4. L3 Address Space Regions

Identifier Region Name Base Address Size
L3SDRAM SDRAM window 0x00000000 |2GB
L3LOWOCRAM On-chip RAM when present 0x00000000 64 KB
L3ACP ACP window 0x80000000 |1GB

Peripheral Region Address Map

Table 1-5 lists the slave identifier, slave title, base address, and size of each slave in the
peripheral region. The Slave Identifier column lists the names used in the HPS register
map. The Slave Title column contains the module name for modules with only one

slave and module names plus a suffix for modules with more than one slave.

Table 1-5. Peripheral Region Address Map (Part 1 of 2)

Slave Identifier Slave Title Base Address Size
STM STM 0xFC000000 48 MB
DAP DAP 0xFF000000 2 MB
LWFPGASLAVES Egm Z‘I'g‘r’]ingg’:izeﬂg"s'ti‘\X| bridge | OXFF200000 2 MB
LWHPS2FPGAREGS | ot "e10M! FPEACtO-HPS AXIDMGe | gyeran0000 | 1B
HPS2FPGAREGS HPS-to-FPGA AXI bridge GPV 0xFF500000 1 MB
FPGA2HPSREGS FPGA-to-HPS AXI bridge GPV 0xFF600000 1 MB
EMACO EMACO 0xFF700000 8 KB
EMAC1 EMAC1 0xFF702000 8 KB
SDMMC SD/MMC 0xFF704000 4 KB
QSPIREGS Quad SPI flash controller registers 0xFF705000 4 KB
FPGAMGRREGS FPGA manager registers 0xFF706000 4 KB
ACPIDMAP ACP ID mapper registers 0xFF207000 4 KB
GPI00 GPIOO 0xFF208000 4 KB
GPI01 GPI01 0xFF209000 4 KB
GPIO2 GPIO2 0xFF20A000 4 KB
L3REGS L3 interconnect GPV 0xFF800000 1 MB
NANDDATA NAND controller data 0xFF900000 1MB
QSPIDATA Quad SPI flash data 0xFFA00000 1 MB
USBO USBO OTG controller registers 0xFFB00000 256 KB
USB1 USB1 OTG controller registers 0xFFB40000 256 KB
NANDREGS NAND controller registers 0xFFB80000 64 KB
FPGAMGRDATA FPGA manager configuration data 0xFFB90000 4 KB
CANO CANO controller registers 0xFFC00000 4 KB
CAN1 CAN1 controller registers 0xFFC01000 4 KB

Cyclone V Device Handbook

Volume 3: Hard Processor System Technical Reference Manual

November 2012  Altera Corporation




Chapter 1: Introduction to the Hard Processor System
Document Revision History

1-19

Table 1-5. Peripheral Region Address Map (Part 2 of 2)

Slave Identifier Slave Title Base Address Size
UARTO UARTO 0xFFC02000 4 KB
UART1 UART1 0xFFC03000 4 KB
12C0 12C0 0xFFC04000 4 KB
12C1 12C1 0xFFC05000 4 KB
12C2 12C2 0xFFC06000 4 KB
12C3 12C3 0xFFC07000 4 KB
SPTIMERO SP Timer0 0xFFC08000 4 KB
SPTIMER1 SP Timer1 0xFFC09000 4 KB
SDRREGS f’e%i‘t\é\fscomm”er subsystem OXFFC20000 | 128 KB
OSC1TIMERO 0SC1 Timer0 0xFFD00000 4 KB
O0SC1TIMER1 0SC1 Timer1 0xFFD01000 4 KB
L4WDO0 Watchdog0 0xFFD02000 4 KB
L4WD1 Watchdog1 0xFFD03000 4 KB
CLKMGR Clock manager 0xFFD04000 4 KB
RSTMGR Reset manager 0xFFD05000 4 KB
SYSMGR System manager 0xFFD08000 16 KB
DMANONSECURE DMA nonsecure registers OxFFE00000 4 KB
DMASECURE DMA secure registers OxFFE01000 4 KB
SPIS0 SPI slave0 0xFFE02000 4 KB
SPIS1 SPI slavet OxFFE03000 4 KB
SPIMO SPI masterQ 0xFFF00000 4 KB
SPIM1 SPI master1 0xFFF01000 4 KB
SCANMGR Scan manager registers 0xFFF02000 4 KB
ROM Boot ROM OxFFFD0000 64 KB
MPUSCU MPU SCU registers OxFFFEC000 8 KB
MPUL2 MPU L2 cache controller registers OxFFFEF000 4 KB
OCRAM On-chip RAM OxFFFF0000 64 KB

Document Revision History

Table 1-6 shows the revision history for this document.

Table 1-6. Document Revision History

Date Version Changes
November 2012 1.3 Minor updates.
June 2012 1.2 Updated address spaces section.
May 2012 1.1 Added peripheral region address map.
January 2012 1.0 Initial release.
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A |:| =N 2. Clock Manager

The hard processor system (HPS) clock generation is centralized in the clock manager.
The clock manager is responsible for providing software-programmable clock control
to configure all clocks generated in the HPS. Clocks are organized in clock groups. A
clock group is a set of clock signals that originate from the same clock source. A
phase-locked loop (PLL) clock group is a clock group where the clock source is a
common PLL voltage-controlled oscillator (VCO).

Features of the Clock Manager

The clock manager offers the following features:
m  Generates and manages clocks in the HPS
m Contains the following PLL clock groups:

m  Main—contains clocks for the Cortex™-A9 microprocessor unit (MPU)
subsystem, level 3 (L3) interconnect, level 4 (L4) peripheral bus, and debug

m Peripheral—contains clocks for PLL-driven peripherals
m SDRAM-—contains clocks for the SDRAM subsystem

m  Allows scaling of the MPU subsystem clocks without disabling peripheral and
SDRAM clock groups

m  Generates clock gate controls for enabling and disabling most clocks
m Initializes and sequences clocks for the following events:
m  Cold reset

m Safe mode request from reset manager on warm reset
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m Allows software to program clock characteristics, such as the following items
discussed later in this chapter:

Input clock source for SDRAM and peripheral PLLs

Multiplier range, divider range, and six post-scale counters for each PLL
Output phases for SDRAM PLL outputs

VCO enable for each PLL

Bypass modes for each PLL

Gate off individual clocks in all PLL clock groups

Clear loss of lock status for each PLL

Safe mode for hardware-managed clocks

General-purpose 1/0O (GPIO) debounce clock divide

m  Allows software to observe the status of all writable registers

m Supports interrupting the MPU subsystem on PLL-lock and loss-of-lock

m Supports clock gating at the signal level

L=~ The clock manager is not responsible for the following functional behaviors:

Cyclone V Device Handbook

Selection or management of the clocks for the FPGA-to-HPS, HPS-to-FPGA,
and FPGA-to-HPS SDRAM interfaces. The FPGA logic designer is responsible
for selecting and managing these clocks.

Software must not program the clock manager with illegal values. If it does, the
behavior of the clock manager is undefined and could stop the operation of the
HPS. The only guaranteed means for recovery from an illegal clock setting is a
cold reset.

When re-programming clock settings, there are no automatic glitch-free clock
transitions. Software must follow a specific sequence to ensure glitch-free clock
transitions. Refer to “Hardware-Managed and Software-Managed Clocks” on
page 2-5.
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Clock Manager Block Diagram and System Integration

Figure 2—1 shows the major components of the clock manager and its integration in
the HPS.

Figure 2-1. Clock Manager Block Diagram
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The next section describes the functional blocks internal to the clock manager. Refer to
Figure 2-3 to Figure 2—6 for more detailed versions of the grey boxes in Figure 2-1.

Functional Description of the Clock Manager

This section describes the functional operation of the clock manager.

Clock Manager Building Blocks

The clock manager has the following major building blocks.

PLLs

The clock manager contains three PLLs: main, peripherals, and SDRAM. These PLLs
generate the majority of clocks in the HPS. There is no phase control between the
clocks generated by the three PLLs.
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Each PLL has the following features:

Phase detector and output lock signal generation
Registers to set VCO frequency

m  Multiplier range is 1 to 4096

m Divider range is 1 to 64

Six post-scale counters (C0-C5) with a range of 1 to 512

PLL can be enabled to bypass all outputs to the oscl_cl k clock for glitch-free
transitions

The SDRAM PLL has the following additional feature:

Phase shift of 1/8 per step
m Phase shift rangeis 0 to 7

Equation 2—-1 shows equations for Frgg, Fyco, and Foyr. The values for M, N, and C are
stored in registers accessible to software.

Equation 2-1. Fpgr, Fygo, and Foyy Equations

Frer = Fyn/N

Fueo = FrgexM=FpyxM/N

Four = Fyeo/ (Cix K) = Frer x M/ (Cix K) = (Fiy x M)/ (N x G;x K)
where:

1)
2

wW

5
6

(
(
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(4
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)
)
)
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)
)

Fyco = VCO frequency.

F\y = input frequency.

Frer = reference frequency.

M = numerator, part of the clock feedback path.

N = denominator, part of the input clock reference path.

C; = post-scale counter, where iis 0-5 for each of the six counters.

K is an internal post-scale counter in the main PLL, where K = 2 for C0, and K = 4 for C1 and C2. K = 1 for
(3, C4, and C5 in the main PLL and for all C; counters in the peripheral and SDRAM PLLs.

«® Minimum and maximum VCO frequencies for the main, peripheral, and SDRAM

PLLs vary by device speed grade. For specific details, refer the Cyclone V Device
Datasheet.
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Figure 2-2 shows the block diagram of each PLL. Values listed for M, N, and C are

actually one greater than the values stored in the CSRs.

Figure 2-2. PLL Block Diagram
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Notes to Figure 2-2:

(1) Phase shift is only available for SORAM PLL outputs.

(2) Inthe main PLL, K=2 for CO, and K=4 for C1 and C2. K=1 in the peripheral and SDRAM PLLs.

Dividers

Dividers subdivide the C0-C5 clocks produced by the PLL to lower frequencies. The
main PLL C0-C2 clocks have an additional internal post-scale counter.

Clock Gating

Clock gating enables and disables clock signals.

Control and Status Registers

The clock manager contains registers used to configure and observe the clock

manager.

Hardware-Managed and Software-Managed Clocks

November 2012  Altera Corporation

When changing values on clocks, the terms hardware-managed and software-managed
define who is responsible for successful transitions. Software-managed clocks require
that software manually gate off any clock affected by the change, wait for any PLL
lock if required, then gate the clocks back on. Hardware-managed clocks use
hardware to ensure that a glitch-free transition to a new clock value occurs. There are
three hardware-managed sets of clocks in the HPS, namely, clocks generated from the
main PLL outputs C0O, C1, and C2. All other clocks in the HPS are software-managed
clocks.
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Clock Groups

The clock manager contains one clock group for each PLL and one clock group for the
ECSCL pin.

0SC1 Clock Group

The clock in the OSC1 clock group is derived directly from the EOSCI pin. This clock is
never gated or divided. It is used as a PLL input and also by HPS logic that does not
operate on a clock output from a PLL.

Table 2-1 lists the clock in the OSC1 clock group.

Tahle 2-1. 0SC1 Clock Group Clock

Name Frequency Clock Source Destination
oscl_cl k 101050 MHz | ECSCL pin 0SC1-driven peripherals listed in Table 2-9
on page 2-14
Main Clock Group

The main clock group consists of a PLL, dividers, and clock gating. The clocks in the
main clock group are derived from the main PLL. The main PLL is always sourced
from the EOSC1 pin of the device.

Table 2-2 lists the main PLL output assignments.

Table 2-2. Main PLL Output Assignments

PLL Output Counter Clock Name Frequency Phase Shift Control
co npu_base_cl k oscl_cl k to varies (7) No
C1 mai n_base_cl k oscl_cl k to varies (7) No
C2 dbg_base_cl k oscl_cl k/4 to npu_base_cl k/2 No
C3 mai n_qspi _base_cl k Up to 432 MHz No
Mai
an Up to 250 MHz for the NAND flash
C4 mai n_nand_sdmmt_base_cl k | controller and up to 200 MHz for the | No
SD/MMC controller
oscl cl k to 125 MHz for driving
C5 cfg_h2f _user0_base clk configuration and 100 MHz for the No

user clock

Note to Table 2-2:

(1) The maximum frequency depends on the speed grade of the device.

Cyclone V Device Handbook

The counter outputs from the main PLL can have their frequency further divided by
programmable dividers external to the PLL. Transitions to a different divide value
occur on the fastest output clock, one clock cycle prior to the slowest clock’s rising
edge. For example, cycle 15 of the divide-by-16 divider for the main C2 output and
cycle 3 of the divide-by-4 divider for the main C0 output.
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Figure 2-3 shows how each counter output from the main PLL can have its frequency
further divided by programmable post-PLL dividers. Green-colored clock gating logic
is directly controlled by software writing to a register. Orange-colored clock gating

logic is controlled by hardware. Orange-colored clock gating logic allows hardware to
seamlessly transition a synchronous set of clocks, for example, all the MPU subsystem

clocks.

Figure 2-3. Main Clock Group Divide and Gating
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The clocks derived from main PLL C0-C2 outputs are hardware-managed, meaning
hardware ensures that a clean transition occurs, and can have the following control
values changed dynamically by software write accesses to the control registers:

m PLL bypass

® PLL numerator, denominator, and counters

m External dividers

For these registers, hardware detects that the write has occurred and performs the
correct sequence to ensure that a glitch-free transition to the new clock value occurs.
These clocks can pause during the transition.
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Table 2-3 lists the clocks in the main clock group.

Table 2-3. Main Clock Group Clocks

System Clock Name Frequency Constraints and Notes
mpu_cl k Main PLL CO Clock for MPU subsystem, including CPUO and CPU1
mpu_| 2_ram cl k npu_cl k/2 Clock for MPU level 2 (L2) RAM
. Clock for MPU snoop control unit (SCU) peripherals, such as the
Mpu_peri ph_cl k mpu_cl k/4 general interrupt controller (GIC)
[3_main_clk Main PLL C1 Clock for L3 main switch
I3 _main_clkor . .
[3_np_clk |3 mai n_cl k/2 Clock for L3 master peripherals (MP) switch
[3_np_clkor . .
3 sp_clk 13 mp_cl k/2 Clock for L3 slave peripherals (SP) switch
4 main_clk Main PLL C1 Clock for L4 main bus
oscl_cl k/16to 100 MHz
[4_nmp_clk divided from main PLL C1 | Clock for L4 MP bus
or peripheral PLL C4
oscl_cl k/16 to 100 MHz
14 sp_clk divided from main PLL C1 | Clock for L4 SP bus
or peripheral PLL C4
dbg_at _clk 83521—(:' k/4to main PLL Clock for CoreSight™ debug trace bus
dbg_trace _clk 82C1—C| k/16 to main PLL Clock for CoreSight™ debug Trace Port Interface Unit (TPIU)

dbg_tinmer_clk oscl_cl k to main PLL C2 | Clock for the trace timestamp generator
dbg_at _cl k/2 or .
dbg_cl k dbg_at _cl k/4 Clock for Debug Access Port (DAP) and debug peripheral bus
mai n_qgspi _cl k Main PLL C3 Quad SPI flash internal logic clock
mai n_nand_sdmt_cl k | Main PLL C4 Input clock to flash controller clocks block

cfg_clk

oscl cl kto125_MHz

divided from main PLL C5 FPGA manager configuration clock

h2f _user0_cl ock

oscl clkto100_MHz

divided from main PLL C5 Auxiliary user clock to the FPGA fabric

Cyclone V Device Handbook

Changing Values That Affect Main Clock Group PLL Lock

To change any value that affects VCO lock of the main clock group PLL, including the
hardware-managed clocks, software must put the main PLL in bypass mode, which
causes all the main PLL output clocks to be driven by the osc1_cl k clock. Software
must detect PLL lock by reading the lock status register prior to taking the main PLL
out of bypass mode.

Once a PLL is locked, changes to any PLL VCO frequency that are 20 percent or less
do not cause the PLL to lose lock. Iteratively changing the VCO frequency in
increments of 20 percent or less allow a slow ramp of the VCO base frequency without
loss of lock.For example, to change a VCO frequency by 40% without losing lock,
change the frequency by 20%, then change it again by 16.7%.

November 2012  Altera Corporation
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Peripheral Clock Group

The peripheral clock group consists of a PLL, dividers, and clock gating. The clocks in
the peripheral clock group are derived from the peripheral PLL. The peripheral PLL
can be programmed to be sourced from the EGSCI pin, the EGSC2 pin, or the

f2h_peri ph_ref _cl k clock provided by the FPGA fabric.

The counter outputs from the main PLL can have their frequency further divided by
external dividers. Transitions to a different divide value occur on the fastest output
clock, one clock cycle prior to the slowest clock’s rising edge. For example, cycle 15 of
the divide-by-16 divider for the main C2 output and cycle 3 of the divide-by-4 divider
for the C1 output.

Table 24 lists the Peripheral PLL output assignments.

Table 2-4. Peripheral PLL Output Assignments

PLL Output Counter Clock Name Frequency Phase Shift Control
Co enac0_base _clk Up to 250 MHz No
C1 emacl base clk Up to 250 MHz No
C2 periph_gspi _base_cl k Up to 432 MHz No
Up to 250 MHz for the
. NAND flash controller and
Peripheral C3 periph_nand_sdmmt_base_cl k up o 200 MHz for the No
SD/MMC controller
Up to 240 MHz for the SPI
. masters and up to
C4 peri ph_base_base_cl k 900 MHz for the scan No
manager
C5 h2f user1 base clk oscl cl k to 100 MHz No

November 2012  Altera Corporation
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Figure 2—4 shows programmable post-PLL dividers and clock gating for the
peripheral clock group. Clock gate blocks in the diagram indicate clocks which may
be gated off under software control. Software is expected to gate these clocks off prior
to changing any PLL or divider settings that might create incorrect behavior on these

clocks.

Figure 2-4. Peripheral Clock Group Divide and Gating

Peripheral cg

emacQ_base_clk

—p» emac0_clk

PLL

emac1_base_clk

p| Clock Gate

C1

C2

periph_gspi_base_clk

P Clock Gate —» emac1_clk

\

periph_nand_sdmmc_base_clk

To Flash Controller Clocks

C3

periph_base_clk

\{

To Flash Controller Clocks
To main PLL group

c4

h2f_user1_base_clk

C5

P 14_mp_clk & 14_sp_clk

S multiplexer
> 1, Z,T, ; 0¥16 P Clock Gate —» usb_mp_clk
o | Divi - )
>, 2’|Xid§, g¥16 P> Clock Gate —® spi_m_clk
> 1 248 oh16l— | Clock Gate [—»> can0_ck
> 1‘2? T’dg, l())¥16 P Clock Gate —» cani_clk

24-Bi
> Dividgr » Clock Gate —® gpio_db_clk
P Clock Gate — h2f useri_clock

Table 2-5 lists the clocks in the peripheral clock group.

Table 2-5. Peripheral Clock Group Clocks (Part 1 of 2)

System Clock Name Frequency Divided From Constraints and Notes
usb_mp_cl k Up to 200 MHz Peripheral PLL C4 | Clock for USB
Up to 240 MHz for the
. SPI masters and up to .
spi_mcl k 200 MHz for the scan Peripheral PLL C4 | Clock for L4 SPI master bus and scan manager
manager
EMACO clock. The 250 MHz clock is divided
. internally by the EMAC into the typical
emac0_cl k Up t0 250 MHz Peripheral PLLCO | 45505/2 5 MHz speeds for 1000/100/10 Mbps
operation.
EMACT clock. The 250 MHz clock is divided
. internally by the EMAC into the typical
emacl_cl k Up t0 250 MHz Peripheral PLLCT | 4555/ 5 MHz speeds for 1000/100/10 Mbps
operation.
Main PLL C1 or .
[4 np_clk Up to 100 MHz peripheral PLL C4 Clock for L4 master peripheral bus
Main PLL C1 or .
4 sp_clk Up to 100 MHz peripheral PLL C4 Clock for L4 slave peripheral bus
can0_cl k Up to 100 MHz Peripheral PLL C4 | Controller area network (CAN) controller 0 clock

Cyclone V Device Handbook
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Table 2-5. Peripheral Clock Group Clocks (Part 2 of 2)

System Clock Name Frequency Divided From Constraints and Notes
canl clk Up to 100 MHz Peripheral PLL C4 | CAN controller 1 clock
gpio_db clk Up to 32 KHz Peripheral PLL C4 | Used to debounce GP100, GPIO1, and GPI102

h2f _user1_cl ock

Peripheral PLL C5

Peripheral PLL C5

Auxiliary user clock to the FPGA fabric

SDRAM Clock Group

The SDRAM clock group consists of a PLL and clock gating. The clocks in the SDRAM
clock group are derived from the SDRAM PLL. The SDRAM PLL can be programmed
to be sourced from the ECSCL pin, the ECSC2 pin, or the f 2h_sdram ref _cl k clock
provided by the FPGA fabric.

The counter outputs from the SDRAM PLL can be gated off directly under software
control. The divider values for each clock are set by registers in the clock manager.

Table 2-6 lists the SDRAM PLL output assignments.

Table 2-6. SDRAM PLL Output Assignments

PLL Output Counter Clock Name Frequency Phase Shift Control
co ddr_dgs_base_cl k Up to varies (7) Yes
C1 ddr_2x_dgs_base _clk |Uptoddr_dgs_base clk x2 | Yes
SDRAM
C2 ddr_dg_base_cl k Up toddr_dgs_base clk Yes
C5 h2f _user2_bhase_cl k oscl_cl k to varies (7 Yes

Note to Table 2-6:
(1) The maximum frequency depends on the speed grade of the device.

Figure 2-5 shows clock gating for SODRAM PLL clock group. Clock gate blocks in the
diagram indicate clocks which may be gated off under software control. Software is
expected to gate these clocks off prior to changing any PLL or divider settings that
might create incorrect behavior on these clocks.

Figure 2-5. SDRAM Clock Group Divide and Gating

SDRAM o ddr_dgs_base_clk »| Clock Gate

> —» ddr_dgs_clk
PLL a
o |90r-2xdas base ck »{ ClockGate —» ddr 2x_das_clk
2 ddr_dq_base_clk »| Clock Gate | ddr dg ck

C3 —» Unused

C4 —» Unused

C5 h2f_user2_base_clk »| Clock Gate |—» h2! user2_clock

The SDRAM PLL output clocks can be phase shifted in real time in increments of 1/8
the VCO frequency. Maximum number of phase shift increments is 4096.
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Table 2-7 lists the clocks in the SDRAM clock group.

Table 2-7. SDRAM Clock Group Clocks

Name Frequency Constraints and Notes
ddr _dgs_cl k SDRAM PLL CO Clock for MPFE, single-port controller, CSR access, and PHY
ddr_2x_dgs_cl k SDRAM PLL C1 Clock for PHY
ddr_dg_cl k SDRAM PLL C2 Clock for PHY
h2f _user2_cl ock SDRAM PLL C5 Auxiliary user clock to the FPGA fabric

Flash Controller Clocks

Flash memory peripherals can be driven by the main PLL, the peripheral PLL, or from
clocks provided by the FPGA fabric, as shown in Figure 2-6.

Figure 2-6. Flash Peripheral Clock Divide and Gating

f2h_periph_ref_clk - |
main_nand_sdmmc_base_clk —j—» Clock Gate p sdmmc_clk
periph_nand_sdmmc_base_clk - |
P nand_x_clk
f2h_periph_ref_clk | -
main_nand_sdmmc_base_clk —:'—» Clock Gate »| Divide by 4 »| Clock Gate — nand_clk
periph_nand_sdmmc_base_clk = |
f2h_periph_ref_clk |
main_qspi_base_clk —:'—» Clock Gate - gspi_clk
periph_gspi_base_clk - |

Table 2-8 lists the flash controller clocks.

Table 2-8. Flash Controller Clocks

System Clock Name Frequency Divided From Constraints and Notes
. Peripheral PLL C2, main PLL C3, .
qspi _cl k Up to 432 MHz orf2h_periph ref clk Clock for quad SPI, typically 108 and 80 MHz
nand_x_clk Up to 250 MHz Peripheral P.LL C3, main PLL G4, NAND flash controller master and slave clock
orf2h_periph_ref_clk
nand cl k nand x cl k/4 Peripheral PLL C3, main PLL C4, | Main clock for NAND flash controller, sets
- = orf2h_periph_ref_clk base frequency for NAND transactions
m Less than or equal to memory maximum
operating frequency
i ' 45% to 55% duty cycle
sdme_cl k Up to 200 MHz Peripheral ELL C3, main PLLC4, | = . y Yy
or f 2h_peri ph_ref _cl k m Typical frequencies are 26 and 52 MHz
m SD/MMC has a subclock tree divided down
from this clock
Cyclone V Device Handbook November 2012  Altera Corporation
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Resets

Cold Reset

Cold reset places the hardware-managed clocks into safe mode, the software-
managed clocks into their default state, and asynchronously resets all registers in the
clock manager.

For more information, refer to “Safe Mode”.

Warm Reset

Registers in the clock manager control how the clock manager responds to warm
reset. Typically, software places the clock manager into a safe state in order to generate
a known set of clocks for the ROM code to boot the system. The behavior of the
system on warm reset as a whole, including how the FPGA fabric, boot code, and
debug systems are configured to behave, must be carefully considered when choosing
how the clock manager responds to warm reset.

The reset manager can request that the clock manager go into safe mode as part of the
reset manager’s warm reset sequence. Before asserting safe mode to the clock
manager, the reset manager ensures that the reset signal is asserted on all modules
that receive warm reset.

For more information, refer to “Reset Sequencing” in the Reset Manager chapter in
volume 3 of the Cyclone V Device Handbook.

Safe Mode

Safe mode is enabled in the HPS by the assertion of a safe mode request from the reset
manager or by a cold reset. Assertion of the safe mode request from the reset manager
sets the safe mode bit in the clock manager control register. No other control register
bits are affected by the safe mode request from the reset manager.

When safe mode is enabled, the main PLL hardware-managed clocks (C0-C2) are
bypassed to the osc1_cl k clock and are directly generated from the osc1_cl k clock.
While in safe mode, clock manager register settings, which control clock behavior, are
not changed. However, the hardware bypasses these settings and uses safe, default
settings.

The hardware-managed clocks are forced to their safe mode values such that the
following conditions occur:

m The hardware-managed clocks are bypassed to the 0sc1_cl k clock, including
counters in the main PLL.

m Programmable dividers select the reset default values.
m The flash controller clocks multiplexer selects the output from the peripheral PLL.
m  All clocks are enabled.

A write by software is the only way to clear the safe mode bit (saf enode) of the ctr|
register.

November 2012  Altera Corporation Cyclone V Device Handbook
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'~ Before coming out of safe mode, all registers and clocks need to be configured
correctly. It is possible to program the clock manager in such a way that only a cold
reset can return the clocks to a functioning state. Altera strongly recommends using
Altera-provided libraries to configure and control HPS clocks.

Interrupts

The clock manger provides one interrupt output, enabled using the interrupt enable
register (i nt ren). The source of the interrupt is six inputs, namely, an achieving lock
and a losing lock bit in the interrupt status register (i nt er) for each PLL.

Clock Usage By Module

Table 2-9 lists every clock input generated by the clock manager to all modules in the
HPS. System clock names are global for the entire HPS and system clocks with the
same name are phase-aligned at all endpoints.

Tahle 2-9. Clock Usage By Module (Part 1 of 3)

Module Name System Clock Name Use

mpu_cl k Main clock for the MPU subsystem
mpu_peri ph_cl k Clock for peripherals inside the MPU subsystem
dbg_at _clk Trace bus clock

MPU subsystem dbg_cl k Debug clock
mpu_l 2_ram cl k Clock for the L2 cache and Accelerator Coherency Port

- == (ACP) ID mapper
14 nmp_clk Clock for the ACP ID mapper control slave
3 _main_clk Clock for the L3 main switch
dbg_at_cl k Clock for the System Trace Macrocell (STM) slgve and
- = Embedded Trace Router (ETR) master connections
dbg_cl k Clock for the DAP master connection
3 np_clk Clock for the L3 master peripheral switch
|4 m_cl k Clock for.the L4 MP bus, Secure Digital (SD) /
- = MultiMediaCard (MMC) master, and EMAC masters

usb_np_clk Clock for the USB masters and slaves
nand_x_cl k Clock for the NAND master

Interconnect cfg_clk Clock for the FPGA manager configuration data slave
3 sp_clk Clock for the L3 slave peripheral switch
[ 3_main_clk Clock for the L4 SPIS bus master
mpu_l 2_ram ¢l k Clock fo.r the ACP ID mapper slave and L2 master

connections

oscl clk Clock for the L4 OSC1 bus master
spi_mclk Clock for the L4 SPIM bus master
14 sp_clk Clock for the L4 SP bus master
4 mp_clk Clock for the quad SPI bus slave

Boot ROM I3 _main _clk Clock for the boot ROM

On-chip RAM [3_main_clk Clock for the on-chip RAM

Cyclone V Device Handbook
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Table 2-9. Clock Usage By Module (Part 2 of 3)

Module Name System Clock Name Use
[4 main_clk Clock for the DMA
DMA controller dbg_at _clk Clock synchronous to the STM module
4 mp_clk Clock synchronous to the quad SPI flash
Clock for the control block (CB) data interface and
cfg_clk . X
FPGA manager configuration data slave
[4 np_clk Clock for the control slave
) | 3_main_clk Clock for the data slave
HPS-to-FPGA bridge ;
[4 np_clk Clock for the global programmer's view (GPV) slave
. [3_main_clk Clock for the data master
FPGA-to-HPS bridge
[4 np_clk Clock for the GPV slave
t'r?(:]gt\ge'gm HPS1o-FPGA 1, 4_mp_clk Clock for the GPV masters, and the data and GPV slave
[4 np_clk Clock for the control slave
Quad SPI flash controller - —
qspi _clk Reference clock for serialization
4 mp_clk Clock for the master and slave
SD/MMC controller ; -
sdmt_cl k Clock for the SD/MMC internal logic
[4 np_clk Clock for the master
EMAC 0 emac0_cl k EMAC 0 internal logic clock
oscl clk IEEE 1588 timestamp clock
[4 np_clk Clock for the master
EMAC 1 emacl cl k EMAC 1 internal logic clock
oscl clk IEEE 1588 timestamp clock
USB 0 usb_np_cl k Clock for the master and slave
USB 1 usb_np_clk Clock for the master and slave
nand_x_clk NAND high-speed master and slave clock
NAND flash controller
nand_cl k NAND flash clock
0SC1 timer 0 oscl_clk Clock for the 0SC1 timer 0
0SC1 timer 1 oscl_clk Clock for the OSC1 timer 1
SP timer 0 4 sp_clk Clock for the SP timer 0
SP timer 1 4 _sp_clk Clock for the SP timer 1
12C controller 0 4 sp_clk Clock for the 12C 0
12C controller 1 | 4_sp_clk Clock for the 12C 1
12C controller 2 4 sp_clk Clock for the 12C 2
12G controller 3 4 sp clk Clock for the 12C 3
UART controller 0 4 sp_clk Clock for the UART 0
UART controller 1 4 sp_clk Clock for the UART 1
14 sp_clk Clock for the slave
CAN controller 0
can0_clk CAN 0 controller clock
14 sp_clk Clock for the slave
CAN controller 1
canl_clk CAN 1controller clock
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Table 2-9. Clock Usage By Module (Part 3 of 3)

Module Name System Clock Name Use
) [4 nmp_clk Clock for the slave
GPIO interface 0 -
gpio_db_clk Debounce clock
i [4 nmp_clk Clock for the slave
GPIO interface 1 :
gpi o_db_clk Debounce clock
i 14 mp_clk Clock for the slave
GPIO interface 2 -
gpio_db_clk Debounce clock
System manager oscl clk Clock for the system manager
4 sp_clk Clock for the control slave
ddr_dg_clk Off-chip data clock
ddr _dgs_cl k Clock for the MPFE, single-port controller, CSRs, and PHY
SDRAM subsystem -
ddr_2x_dgs_cl k Off-chip strobe data clock
mpu_l 2_ramcl k Clock for the slave connected to MPU subsystem L2 cache
I 3_main_clk Clock for the slave connected to L3 interconnect
L4 watchdog timer 0 oscl clk Clock for the L4 watchdog timer 0
L4 watchdog timer 1 oscl clk Clock for the L4 watchdog timer 1
SPI master controller 0 spi_mcl k Clock for the SPI master 0
SPI master controller 1 spi_mclk Clock for the SPI master 1
SPI slave controller 0 [4 main_clk Clock for the SPI slave 0
SPI slave controller 1 4 _main_clk Clock for the SPI slave 1
4 mp_clk System bus clock
dbg_clk Debug clock
Debug subsystem
dbg_at _clk Trace bus clock

dbg_trace_clk

Trace port clock

oscl clk Clock for the reset manager
Reset manager

4 sp_clk Clock for the slave
Scan manager spi_meclk Clock for the scan manager
Timestamp generator dbg_tiner_clk Clock for the timestamp generator

Clock Manager Address Map and Register Definitions

<o The address map and register definitions reside in the hps.html file that accompanies

this handbook volume. Click the link to open the file.

To view the module description and base address, scroll to and click the link for the
following module instance:

m clkmgr

To then view the register and field descriptions, scroll to and click the register names.
The register addresses are offsets relative to the base address of each module instance.

-« The base addresses of all modules are also listed in the Introduction to the Hard

Processor System chapter in volume 3 of the Cyclone V Device Handbook.
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Document Revision History

Table 2-10 shows the revision history for this document.

Tahle 2-10. Document Revision History

Date Version Changes
November 2012 1.2 Minor updates.
m Reorganized and expanded functional description section.
May 2012 1.1 . i .
m Added address map and register definitions section.
January 2012 1.0 Initial release.
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A |:| = o)/, 3. Reset Manager

This chapter provides an overview of HPS reset manager. The reset manager
generates module reset signals based on reset requests from the various sources in the
HPS and FPGA fabric, and software writing to the module-reset control registers. The
reset manager ensures that a reset request from the FPGA fabric can occur only after
the FPGA portion of the system-on-a-chip (SoC) device is configured.

The HPS contains three reset domains. Each reset domain can be reset independently.
Each register in the HPS that can be reset belongs to one particular reset domain.

Table 3-1 shows the HPS reset domains.

Table 3-1. HPS Reset Domains

Domain Name Domain Logic
JTAG test access port (TAP) controller, which is used by the debug access
TAP
port (DAP).
All debug logic including most of the DAP, CoreSight™ components
Debug connected to the debug peripheral bus, trace, the microprocessor unit (MPU)

subsystem, and the FPGA fabric.

All HPS logic except what is in the TAP and debug reset domains. Includes
nondebug logic in the FPGA fabric connected to the HPS reset signals.

System

The HPS supports the following reset types:
m Cold reset (power-on reset)

m  Used to ensure the HPS is placed in a default state sufficient for software to
boot

m Triggered by a power-on reset and other sources
m  Resets all HPS logic that can be reset
m Affects all reset domains

m  Warm reset
m  Occurs after HPS has already been through a cold reset
m  Used to recover system from a non-responsive condition
m  Resets a subset of the HPS state reset by a cold reset

m  Only affects the system reset domain, which allows debugging (including
trace) to operate through the warm reset
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m  Debug reset
m  Occurs after HPS has already been through a cold reset
m  Used to recover debug logic from a non-responsive condition

m  Only affects the debug reset domain

Reset Manager Block Diagram and System Integration

Figure 3-1 shows a block diagram of the reset manager in the SoC device.

Figure 3-1. Reset Manager Block Diagram

FPGA Portion
FPGA Fabric
Control f2h_dbg_rst_req_n
Block f2h_cold_rst_req_n h2f_rst_n |«
f2h_warm_rst_req_n h2f_cold_rst_n |«
load_csr  usermode
HPS
Reset Manager
v ; fpga_config_complete ~ HPS
" Modules
Scan Manager Scan Manager Reset Request >
nPOR >
nRST >
Watchdog Reset Request[1:0] Reset Signal Module
MPU > > i >
Controller DAssertloq ! Rgset
e-Assertion Signals
DAP Debug Reset Request >
0 A
POR Voltage POR Voltage Reset Request _
Detector »> (mpumodrst,
permodrst,
System Watchdog Reset Request[1:0] Efrﬁ:zgggts t
Watchdog (2) > % ,
A (swcoldrstreq and Ell .
¥ swwarmrstreq bits of ctrl) miscmodrs)
| CSRs |
| Slave Interface |
A

L4 Peripheral Bus (osc1_clk) Yy

\

Note to Figure 3-1:
(1) Reset-related handshaking signals to other HPS modules and to the clock manager module are omitted from this figure for clarity.
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HPS External Reset Sources

Table 3-2 describes the reset sources external to the HPS. All signals are synchronous
to the oscl_cl k clock.

Table 3-2. HPS External Reset Sources

Source Description

f2h_col d_rst _regq_n | Cold reset request from FPGA fabric (active low)
f2h warmrst_req_n | Warm reset request from FPGA fabric (active low)
f2h_dbg_rst_reqg_n Debug reset request from FPGA fabric (active low)

h2f cold rst_n Cold-only reset to FPGA fabric (active low)
h2f rst_n Cold or warm reset to FPGA fabric (active low)
Cold-only reset from FPGA control block (CB) and scan
| oad_csr
- manager
nPCR Power-on reset pin (active low)
nRST Warm reset pin (active low)

'~ The reset signals from the HPS to the FPGA fabric must be synchronized to your user
logic clock domain.

Reset Controller

The reset controller performs the following functions:

B Accepts reset requests from the FPGA CB, FPGA fabric, modules in the HPS, and
reset pins

m  Generates an individual reset signal for each module instance for all modules in
the HPS

m Provides reset handshaking signals to support system reset behavior

The reset controller generates module reset signals from external reset requests and
internal reset requests. External reset requests originate from sources external to the
reset manager. Internal reset requests originate from control registers in the reset
manager.
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Figure 3-2 shows the reset controller signals.

Figure 3-2. Reset Gontroller Signals

Reset Controller
POR Voltage Monitor —>| —» Many Signals (refer to Table 3-3)
: Cold o
. nPOR Pin —1 Reset Module Resets | o
FPGA Fabric (f2h_cold_rst_req_n) —»| Requests .
FPGA CB & Scan Manager —P>| - >
ebug Domain
Reset —» dbg_rst_n
nRST Pin —P>| S
FPGA Fabric (f2h_warm_rst_req_n) —p»| Warm oman |- JTAG TAP (DAP)
Reset Reset
MPU Watchdog Reset [1:0] —»| Requests MPU Clock
System Watchdog Reset [1:0] —p»| Gating — CPUCLKOFF[1:0]
CDBGRSTREQ (DAP) —p»| Debug
. Reset
FPGA Fabric (f2h_dbg_rst_req_n) —p»| Requests
—» CDBGRSTACK (DAP)
ETR —P - —» ETR
SDRAM Self-Refresh — | Reset Handshaﬁfne; | » SDRAM Self-Refresh
FPGA Manager —»{ Handshaking Outputs % FPGA Manager
SCAN Manager —p»| Inputs - SCAN Manager
FPGA Fabric —>| —» FPGA
Reset Manager osc1_clk

APB Slave Interface

The reset controller supports the following cold reset requests:

m Power-on reset (POR) voltage monitor

m Cold reset request pin (nPOR)

m FPGA fabric

m FPGA CB and scan manager

m Software cold reset request bit (swcol dr streq) of the control register (ctrl)
The reset controller supports the following warm reset requests:

m  Warm reset request pin (nRST)

m FPGA fabric

m Software warm reset request bit (Swwar nt st req) of the ctr| register
m MPU watchdog reset requests for CPU0O and CPU1

m System watchdog timer 0 and 1 reset requests

The reset controller supports the following debug reset requests:

m CDBGRSTREQ from DAP

m FPGA fabric

Cyclone V Device Handbook November 2012  Altera Corporation
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Module Reset Signals

Table 3-3 lists the module reset signals. The module reset signals are organized in
groups for the MPU, peripherals, bridges, the level 3 (L3) interconnect, and
miscellaneous.

Checkmarks in the Cold Reset, Warm Reset, and Debug Reset columns denote reset
signals asserted by each type of reset. For example, writing a 1 to the swwar nr st r eq bit
in the ctrl register resets all the modules that have a checkmark in the Warm Reset
column.

Checkmarks in the Software Deassert column denote reset signals that are left
asserted by the reset manager. To activate the related modules, software can deassert
these reset signals as needed by writing to the following reset manager registers:

MPU module reset register (mpunodr st )
Peripheral module reset register (per modr st )
Peripheral 2 module reset register (per 2nodr st )

Bridge module reset register (br gnmodr st )

Table 3-3. Generated Module Resets (Part 1 of 3)

. _— Reset | Cold | Warm | Debug | Software
Group Module Reset Signal Description Domain | Reset | Reset | Reset | Deassert
npu_cpu_rst_n[ 0] Resets each processor in the MPU | System | +/ v
npu_cpu_rst_n[1] Resets each processor in the MPU | System | v v
Resets both per-processor
mpy | Pu_wdrst_n watchdogs in the MPU System | |
. Resets Snoop Control Unit (SCU)
npu_scu_periph_rst_n and peripherals System | v
npu_l 2_rst_n Level 2 (L2) cache reset System | v

November 2012  Altera Corporation
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Table 3-3. Generated Module Resets (Part 2 of 3)

Group Module Reset Signal Description Dﬁel::itn I?e‘::t ‘I"":sr:: ?1222? sngt::’szr:t’
emac_rst_n[1:0] Resets each EMAC System | v v
ush_rst_n[1:0] Resets each USB System | v v
nand_fl ash_rst_n Resets NAND flash controller System | v v
gspi _flash_rst_n Resets quad SPI flash controller | System | v v
wat chdog_rst_n[1: 0] E;Seerts each system watchdog System | v v
oscl timer_rst_n[1:0] Resets each 0SC1 timer System | v v
sp_timer_rst_n[1:0] Resets each SP timer System | v v
i2c_rst_n[3:0] Resets each 12C controller System | v v
PER | uart rst_n[1:0] Resets each UART System | v | v
spimrst_n[1:0] Resets SPI master controller System | v/ v v
spis_rst_n[1:0] Resets SPI slave controller System | v v
sdnmt_rst_n Resets SD/MMG controller System | v v
can_rst_n[1: 0] Resets each CAN controller System | v v
gpi 0_rst_n[2:0] Resets each GPIQ interface System | v v
dma_rst_n Resets DMA controller System | v v
Resets SDRAM subsystem (resets

sdramrst_n logic associated with cold or warm | System | v v
reset)
DMA controller request interface

PER2 |dma_periph_if_rst_n[7:0] | from FPGA fabric to DMA System | v v

controller
Resets HPS-to-FPGA AMBA®

hps2f pga_bridge_rst_n Advanced eXtensible Interface System | v v

. (AXI™) bridge

Bridge I JGazhps bridge rst_n | Resets FPGA-to-HPS AXI bridge | System | | « v

| whps2f pga_bridge rst_n E;Tebt;dhé}ehtwelght HPS-to-FPGA System | v | v v
Cyclone V Device Handbook November 2012  Altera Corporation
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Table 3-3. Generated Module Resets (Part 3 of 3)

. - Reset | Cold | Warm | Debug | Software
Group Module Reset Signal Description Domain | Reset | Reset | Reset | Deassert
boot _romrst_n Resets boot ROM System | v
onchip_ramrst_n Resets on-chip RAM System | v
Resets system manager (resets
sys_nanager_rst_n logic associated with cold or warm | System | v
reset)
Resets system manager (resets
sys_manager _col d_rst_n logic associated with cold reset System |
only)
f pga_nanager _rst_n Resets FPGA manager System | v
acp_id_mapper _rst_n Resets ACP ID mapper System | v
Resets user logic in FPGA fabric
h2f rst n (resets logic associated with cold | System | v
or warm reset)
Resets user logic in FPGA fabric
h2f _cold_rst_n (resets logic associated with cold | System |
reset only)
rst_pin_rst_n Pulls nRST pin low System | v
MISC timestanp_cold_rst_n Resets debug timestamp to 0x0 System |
Resets clock manager (resets logic
clk_manager_col d_rst_n associated with cold reset only) System | v
scan_nmnager rst_n Resets scan manager System | v
Resets freeze controller (resets
frz_ctrl_cold_rst_n logic associated with cold reset System |
only)
Resets debug masters and slaves
sys_dbg rst _n connected to L3 interconnect and | System | v
level 4 (L4) buses
Resets debug components
including DAP, trace, MPU debug
dbg_rst_n logic, and any user debug logic in Debug v v
the FPGA fabric
Resets portion of TAP controller in
tap_cold_rst_n the DAP that must be reset on a TAP v
cold reset
Resets SDRAM subsystem (resets
sdram col d_rst_n logic associated with cold reset System |
only)
13 13.rst _n Resets L3 interconnect and L4 System | v
buses
Slave Interface and Status Register
The reset manager slave interface is used to control and monitor the reset states.
November 2012  Altera Corporation Cyclone V Device Handbook
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The status register (st at ) in the reset manager contains the status of the reset
requester. The register contains a bit for each reset request. The st at register captures
all reset requests that have occurred. Software is responsible for clearing the bits.

Functional Description of the Reset Manager

The reset manager generates reset signals to modules in the HPS and to the FPGA
fabric. The following actions generate reset signals:

m Software writing a 1 to the swcol dr st req or swwar nv st r eq bits in the ctr| register.
Writing either bit causes the reset controller to perform a reset sequence.

m Software writing to the npunodr st , per nodr st , per 2nodr st , br gnodr st, or
m scrmodr st module reset control registers.

B Asserting reset request signals triggers the reset controller. All external reset
requests cause the reset controller to perform a reset sequence.

“ e For information about the required duration of reset request signal
assertion, refer to the Cyclone V Device Datasheet.

Multiple reset requests can be driven to the reset manager at the same time. Cold reset
requests take priority over warm and debug reset requests. Higher priority reset
requests preempt lower priority reset requests. There is no priority difference among
reset requests within the same domain.

If a cold reset request is issued while another cold reset is already underway, the reset
manager extends the reset period for all the module reset outputs until all cold reset
requests are removed. If a cold reset request is issued while the reset manager is
removing other modules out of the reset state, the reset manager returns those
modules back to the reset state.

If a warm reset request is issued while another warm reset is already underway, the
first warm reset completes before the second warm reset begins. If the second warm
reset request is removed before the first warm reset completes, the warm first reset is
extended to meet the timing requirements of the second warm reset request.

The nPCR pin can be used to extend the cold reset beyond what the POR voltage
monitor automatically provides. The use of the nPOR pin is optional and can be tied
high when it is not required.

Reset Sequencing

The reset controller sequences resets without software assistance. Module reset
signals are asserted asynchronously at the same time. The reset manager deasserts the
module reset signals synchronous to the osc1_cl k clock. Module reset signals are
deasserted in groups in a fixed sequence. All module reset signals in a group are
deasserted at the same time.

The reset manager sends a safe mode request to the clock manager to put the clock
manager in safe mode, which creates a fixed and known relationship between the
oscl_cl k clock and all other clocks generated by the clock manager.
“ e Forinformation about safe mode options, refer to the Clock Manager chapter in
volume 3 of the Cyclone V Device Handbook.

Cyclone V Device Handbook November 2012  Altera Corporation
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After the reset manager releases the MPU subsystem from reset, CPU1 is left in reset
and CPUO begins executing code from the reset vector address. Software is
responsible for deasserting CPU1 and other resets, as shown in Table 3-3. Software
deasserts resets by writing the npunodr st, per modr st , per 2nmodr st , br gnodr st, and

m scmodr st module-reset control registers.

Software can also bypass the reset controller and generate reset signals directly
through the module-reset control registers. In this case, software is responsible for
asserting module reset signals, driving them for the appropriate duration, and
deasserting them in the correct order. The clock manager is not typically in safe mode
during this time, so software is responsible for knowing the relationship between the
clocks generated by the clock manager. Software must not assert a module reset signal
that would prevent software from deasserting the module reset signal. For example,
software should not assert the module reset to the processor executing the software.

Figure 3-3 shows the timing diagram for cold reset.

Figure 3-3. Cold Reset Timing Diagram

wPoRpin (1) N2

clk_mgr_cold_rst_n

13_rst_n

miscmod_rst_n
dbg_rst_n

mpu_clkoff

mpu_rst_n[0]
mpu_wd_rst_n
mpu_scu_rst_n
mpu_periph_rst_n

mpu_I2_rst_n i
) i Software
peripheral resets  brings out
: : ‘ ; ; | of reset
P32 96 i 100 i 200 P32 003
Note to Figure 3-3:
(1) Cold reset can be initiated from several other sources. For the complete list, refer to “Reset Controller” on page 3-3.
(2) This dependency applies to all the reset signals.
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Figure 3—4 shows the timing diagram for warm reset.

Figure 3-4. Warm Reset Timing Diagram

nRST pin (1) ‘I\

h2f_pending_rst_req_n @
(and other wait ; P ;
request handshakes) P ()()
‘ \ - ‘ (C
D)

f2h_pending_rst_ack_n \->|_|

safe_mode_req

(
P P )) i
cm_rm_safe_mode_ack | i |_| c
J))
13_rst_n
miscmod_rst_n
mpu_dlkoff
mpu_rst_n[0]
mpu_wd_rst_n
mpu_scu_rst_n
mpu_periph_rst_n :
mpu_I2_rst_n 3
, 3 Software
peripheral resets i brings out
‘ iof reset
nRST Pin Count (3 : 25603 i 100 ! 200 a0 g

Notes to Figure 3-4:
(1) Warm reset can be initiated from several other sources. For the complete list, refer to “Reset Controller” on page 3-3.
(2) Forinformation about the wait request reset handshaking, refer to “Reset Handshaking” on page 3—13.

(3) When the nRST pin count is zero, the 256 cycle stretch count is skipped and the start of the deassertion sequence is determined by the safe mode
acknowledge signal or the user releasing the warm reset button, whichever occurs later.

The cold and warm reset sequences consist of different reset assertion sequences and
the same deassertion sequence. The following sections describe the sequences.

Cold Reset Assertion Sequence

The following list describes the assertion steps for cold reset shown in Figure 3-3:
1. Assert module resets.

2. Wait for 32 cycles. Deassert clock manager cold reset.

3. Wait for 96 cycles (so clocks can stabilize).
4

Proceed to the “Cold and Warm Reset Deassertion Sequence”.

Warm Reset Assertion Sequence

The following list describes the assertion steps for warm reset shown in Figure 3—4:

Cyclone V Device Handbook November 2012  Altera Corporation
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Reset Pins

November 2012

Optionally, handshake with the embedded trace router (ETR) and wait for
acknowledge.

Optionally, handshake with the FPGA fabric and wait for acknowledge.

Optionally, handshake with the SDRAM controller, scan manager, and FPGA
manager, and wait for acknowledges.

Assert module resets (except the MPU watchdog timer resets when the MPU
watchdog timers are the only request sources).

Wait for 8 cycles and send a safe mode request to the clock manager.

Wait for the greater of the nRST pin count + 256 stretch count, or the warm reset
counter, or the clock manager safe mode acknowledge, then deassert all
handshakes except warm reset ETR handshake (which is deasserted by software).

Proceed to the “Cold and Warm Reset Deassertion Sequence”.

Cold and Warm Reset Deassertion Sequence

The following list describes the deassertion steps for both cold and warm reset shown
in Figure 3-3 and Figure 3—-4:

1.
2.

AN LI

Deassert L3 reset.

Wait for 100 cycles. Deassert resets for miscellaneous-type and debug (cold only)
modules.

Wait for 200 cycles. Assert npu_cl kof f for CPUO and CPUL.
Wait for 32 cycles. Deassert resets for MPU modules.
Wait for 32 cycles. Deassert mpu_cl kof f for CPUQ and CPU1.

Peripherals remain held in reset until software brings them out of reset.

Figure 3-5 shows all HPS pins related to reset.

Figure 3-5. Reset Pins

SoC Device

HPS

nTRST > o
™S > B> ARMDAP
TCK —> o
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nRST > ={>—> Reset Manager
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The test reset (n'TRST), test mode select (TM5S), and test clock (TCK) pins are associated
with the TAP reset domain and are used to reset the TAP controller in the DAP. These
pins are not connected to the reset manager.

The nPOR and nRST pins are used to request cold and warm resets respectively. The
NRST pin is an open drain output as well. Any warm reset request causes the reset
manager to drive the r st _pi n_r st _n signal output low, which drives the nRST pin low.
The amount of time the reset manager pulls nRST low is controlled by the nRST pin
count field (nr st cnt) of the reset cycles count register (count s). This technique can be
used to reset external devices (such as external memories) connected to the HPS.

Reset Effects

The following list describes how reset affects HPS logic:
m The TAP reset domain ignores warm reset.

m The debug reset domain ignores warm reset.

m System reset domain cold resets ignore warm reset.

m  Each module defines reset behavior individually.

s

=~ Por more information, refer to the individual chapters in volume 3 of the
Cyclone V Device Handbook.

Altering Warm Reset System Response

Registers in the clock manager, system manager, and reset manager control how
warm reset affects the HPS. You can control the impact of a warm reset on the clocks
and I/O elements.

L=~ Altera strongly recommends using Altera-provided libraries to configure and control
this functionality.

The default warm reset behavior takes all clocks and I/O elements through a cold
reset response. As your software becomes more stable or for debug purposes, you can
alter the system response to a warm reset. The following suggestions provide ways to
alter the system response to a warm reset. None of the register bits that control these
items are affected by warm reset.

m Boot from on-chip RAM—enables warm boot from on-chip RAM instead of the
boot ROM. When enabled, the boot ROM code validates the RAM code and jumps
to it, making no changes to clocks or any other system settings prior to executing
user code from on-chip RAM.

m Disable safe mode on warm reset—allows software to transition through a warm
reset without affecting the clocks. Because the boot ROM code indirectly
configures the clock settings after warm reset, Altera recommends to only disable
safe mode when the HPS is not booting from a flash device.

Cyclone V Device Handbook November 2012  Altera Corporation
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m Disable safe mode on warm reset for the debug clocks—keeps the debug clocks
from being affected by the assertion of safe mode request on a warm reset. This
technique allows fast debug clocks, such as trace, to continue running through a
warm reset. When enabled, the clock manager puts the debug clocks to their safe
frequencies to respond to a safe mode request from the reset manager on a warm
reset. Disable safe mode on warm reset for the debug clocks only when you are
running the debug clocks off the main PLL VCO and you are certain the main PLL
cannot be impacted by the event which caused the warm reset.

m Use the oscl_cl k clock for debug control—keeps the debug base clock (main PLL
C2 output) always bypassed to the osc1_cl k external clock, independent of other
clock manager settings. When implemented, disabling safe mode on warm reset
for the debug clocks has no effect.

For more information about safe mode, refer to the Clock Manager chapter in volume 3
of the Cyclone V Device Handbook.

Reset Handshaking

The reset manager participates in several reset handshaking protocols to ensure other
modules are safely reset.

Before issuing a warm reset, the reset manager performs a handshake with several
modules to allow them to prepare for a warm reset. The handshake logic ensures the
following conditions:

m ETR master has no pending master transactions to the L3 interconnect

m Optionally preserve SDRAM contents during warm reset by issuing self-refresh
mode request

m FPGA manager stops generating configuration clock
m  Scan manager stops generating JTAG and I/O configuration clocks
m  Warns the FPGA fabric of the forthcoming warm reset

Similarly, the handshake logic associated with ETR also occurs during the debug reset
to ensure that the ETR master has no pending master transactions to the L3
interconnect before the debug reset is issued. This action ensures that when ETR
undergoes a debug reset, the reset has no adverse effects on the system domain
portion of the ETR.

Reset Manager Address Map and Register Definitions

The address map and register definitions reside in the hps.html file that accompanies
this handbook volume. Click the link to open the file.

To view the module description and base address, scroll to and click the link for any of
the following module instances:
m rstmgr

To then view the register and field descriptions, scroll to and click the register names.
The register addresses are offsets relative to the base address of each module instance.

November 2012  Altera Corporation Cyclone V Device Handbook
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“% e Thebase addresses of all modules are also listed in the Introduction to the Hard

Processor System chapter in volume 3 of the Cyclone V Device Handbook.

Document Revision History

Table 3—4 shows the revision history for this document.

Table 3-4. Document Revision History

Date Version Changes

m Added cold and warm reset timing diagrams.
m Minor updates.

November 2012 1.2

May 2012 11 Addgd reset controller, functional description, and address map and register definitions
sections.
January 2012 1.0 Initial release.
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Section Il. System Interconnect
/ANO[S RYA /

This section includes the following chapters:
m Chapter 4, Interconnect

m Chapter 5, HPS-FPGA AXI Bridges

“ e Forinformation about the revision history for chapters in this section, refer to
“Document Revision History” in each individual chapter.
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The hard processor system (HPS) level 3 (L3) interconnect and level 4 (L4) peripheral
buses are implemented with the ARM® CoreLink™ Network Interconnect (NIC-301).
The NIC-301 provides a foundation for a high-performance HPS interconnect based
on the ARM Advanced Microcontroller Bus Architecture (AMBA®) Advanced
eXtensible Interface (AXI™), Advanced High-Performance Bus (AHB™), and
Advanced Peripheral Bus (APB™) protocols. The L3 interconnect implements a
multilayer, nonblocking architecture that supports multiple simultaneous
transactions between masters and slaves, including the Cortex™-A9 microprocessor
unit (MPU) subsystem. The interconnect provides five independent L4 buses to access
control and status registers (CSRs) of peripherals, managers, and memory controllers
“ e Additional information is available in the AMBA Network Interconnect (NIC-301)
Technical Reference Manual, which you can download from the ARM website
(infocenter.arm.com).

Features of the Interconnect
The L3 interconnect has the following characteristics:
® Main internal data width of 64 bits
m Programmable master priority with single-cycle arbitration
m Full pipelining to prevent master stalls
m Programmable control for FIFO buffer transaction release
m Security of the following types:
m  Secure
m  Nonsecure
m Per transaction security

m Five independent L4 buses
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Interconnect Block Diagram and System Integration

Figure 4-1 shows a block diagram of the L3 interconnect and L4 buses.

Figure 4-1. Interconnect Block Diagram
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Flash |(4-mP_ckK) o) o 2pB Bus 32-Bit APB Bus 32-Bit APB Bus
_ (L4_0SC1, osc1_clk) \ A p(L4_SPIM, spim.clk) y (L4_SP, 14_sp_clk) ~
A \ A A A A
s] [s] [s] (s (s (s] (] (s] (s] (s] (s]
System 0SC1 | |Watchdog| | Clock Reset Scan SPI SP 12c UART CAN
Manager | | Timer (2) ) Manager | | Manager Manager | [Master (2) Timer (2) 4) 2 2

Note to Figure 4-1:
(1)

For L3 main switch connection details, refer to Table 4-1.

The L3 interconnect is a partially-connected switch fabric; not all masters can access
all slaves. For more information, refer to “Master-to-Slave Connectivity Matrix” on

page 4-6.

Internally, the L3 interconnect is partitioned into the following subswitches:

B L3 main switch

m  Main switch used to transfer high-throughput 64-bit data

m  Operates at up to half the MPU main clock frequency

m Provides masters with low-latency connectivity to AXI bridges, on-chip
memories, SDRAM, and FPGA manager

Cyclone V Device Handbook
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m L3 master peripheral switch
m  Used to connect memory-mastering peripherals to the main switch
m 32-bit data width
m  Operates at up to half the main switch clock frequency

m L3 slave peripheral switch

m  Used to provide access to level 3 and 4 slave interfaces for masters of the
master peripheral and main switches

m 32-bit data width
m Five independent L4 buses

The L3 master and slave peripheral switches are fully-connected crossbars. The L3
main switch is a partially-connected crossbar. Table 4-1 shows the connectivity matrix
of all the master and slave interfaces of the L3 main switch. Checkmarks denote
connections.

Table 4-1. L3 Main Switch Connectivity Matrix

Slaves

S <

5 E 55

2 g3 | B = | £2

s § |& | S = | = 8§

=T v = = -

z2| £ |2g| & €| £ |ET

»e S o8 a | =S| B |9 |28

T — [] n

Masters 92 & |E5| 2 | B | 8| 8§ |83
L3 Master Peripheral Switch v | Vv v Vv

L2 Cache Master 0 v v v v v v

FPGA-to-HPS Bridge v v Vv N R
DMA N RV IRV RV RV v Vv
DAP vV IV V|V v Vv

L3 Masters

The following list contains all of the master interfaces connected to the L3
interconnect:

m MPU subsystem—L2 cache master 0 connected to the L3 main switch
m FPGA-to-HPS bridge—Connected to the L3 main switch

m DMA—Connected to the L3 main switch

m EMACO—Connected to the L3 master peripheral switch

m EMACI1—Connected to the L3 master peripheral switch

m USBO0—Connected to the L3 master peripheral switch

m USBl1—Connected to the L3 master peripheral switch

m NAND—Connected to the L3 master peripheral switch

m SD/MMC—Connected to the L3 master peripheral switch

November 2012  Altera Corporation Cyclone V Device Handbook
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L3 Slaves

The following list contains all of the slave interfaces connected to the L3 interconnect:

L4 Slaves

Each of the L4 slaves is an APB slave connected to one of the five following L4 buses:

Cyclone V Device Handbook

ETR—Connected to the L3 master peripheral switch
DAP—Connected to the L3 main switch

USBO—CSR slave interface connected to the L3 slave peripheral switch
USB1—CSR slave interface connected to the L3 slave peripheral switch
NAND registers—CSR slave interface connected to the L3 slave peripheral switch

NAND data—Command and data slave interface connected to the L3 slave
peripheral switch

Quad SPI flash—Data slave interface connected to the L3 slave peripheral switch
FPGA manager—Data slave interface connected to the L3 main switch
HPS-to-FPGA bridge—Data slave interface connected to the L3 main switch

Lightweight HPS-to-FPGA bridge—Data slave interface connected to the L3 slave
peripheral switch

ACP ID mapper—Data slave interface connected to the L3 main switch
STM—Connected to the L3 main switch

Boot ROM—Connected to the L3 main switch

On-chip RAM—Connected to the L3 main switch

SDRAM controller subsystem—SDRAM multi-port front end slave interface
connected to the L3 main switch

L4 slave peripheral (SP) bus—APB for peripherals that do not require fast access
m  SDRAM controller subsystem—CSR access
m  SP timer 0—CSR access

m  SP timer 1—CSR access

m [2CO—CSR access

m [2C1—CSR access

m [2C2 (associated with EMACO0)—CSR access
m 12C3 (associated with EMAC1)—CSR access
m  UARTO—CSR access

m UART1—CSR access

m CANO—CSR access

m CANI1—CSR access

November 2012  Altera Corporation
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m L4 master peripheral (MP) bus—APB that provides access to primarily the L3
master peripherals.

m  ACP ID mapper—CSR access
m FPGA manager—CSR access
m DAP—CSR access

m  Quad SPI flash—CSR access
m SD/MMC—CSR access

m EMACO0—CSR access

m EMACI—CSR access

m  GPIO0—CSR access

m  GPIO1—CSR access

m  GPIO2—CSR access

m L4 oscillator 1 (OSC1) bus—APB dedicated to peripherals that operate on the
external oscillator 1 domain.

m  OSC1 timer 0—CSR access
m  OSC1 timer 1—CSR access
m  Watchdog 0—CSR access
m  Watchdog 1—CSR access
m  Clock manager—CSR access
m Reset manager—CSR access
m System manager—CSR access
® L[4 main bus—APB dedicated to the DMA and SPI slaves
m DMA_s—Access to the DMA controllers secure registers
m DMA_ns—Nonsecure access to the DMA controller nonsecure registers
m SPIslave 0—CSR access
m SPIslave 1—CSR access
m L4 SPI master (SPIM) bus—APB dedicated to the SPI masters and scan manager.
m  SPI master 0—CSR access
m  SPI master 1—CSR access

m Scan manager—CSR access

Functional Description of the Interconnect

This section provides a functional description of the interconnect.

November 2012  Altera Corporation Cyclone V Device Handbook
Volume 3: Hard Processor System Technical Reference Manual



4-6

Chapter 4: Interconnect
Functional Description of the Interconnect

Master-to-Slave GConnectivity Matrix

The interconnect is a partially-connected crossbar. Table 4-2 shows the connectivity
matrix of all the master and slave interfaces of the interconnect. Checkmarks denote
connections.

Table 4-2. Interconnect Connectivity Matrix

Slaves

3 s

& =

@ : T|E e |
o g|E|E| 8 |=| |S|8| |2|8 5%
HEIE AR R AR o
» | % 212282 |- E|2| 8| S| |-
w| 2 @@ @5 9| | E X c|&|8 s | 8§
2| 8|lglz|=s|s . |c|8|8|E|2|%|=2 S| =23
e | 2| = |28 °|alall < 2|2 €| = E 2
»| = | 0| =E|w £ES o | = | =2 T a8 od|lal=|8BQ =8
Masters TSI T|SEG|IZE|2E S| 258 8|23
L2 Cache Master 0 VIVIVIVIVI] VI VIVIVIVIVIV NEARVARY4

FPGA-to-HPS Bridge VIiVIVIVIVI] IV I IVIVIVIV NARY Vi Vv
DMA VI IVIVIVIVI VI VIV VIV VIV VIV V| Vv
EMAC 0/1 N R Vi Vv
USB OTG 0/1 NAaRY Vi Vv
NAND NEaRY Vi Vv
SD/MMC AR Vi Vv
ETR v Vi Vv
DAP VIVIVIVIVI VI IVIVIVIVIVIVI]V Vi Vv

Address Remapping

Cyclone V Device Handbook

The interconnect supports address remapping through the r emap register. Remapping
allows software to control which memory device (SDRAM, on-chip RAM, or boot
ROM) is accessible at address 0x0 and the accessibility of the HPS-to-FPGA and
lightweight HPS-to-FPGA bridges. The r emap register is one of the NIC-301 Global
Programmers View (GPV) registers and maps into the address space of the following
L3 masters:

= MPU
m FPGA-to-HPS bridge
m DAP

The remapping bits in the r emap register are not mutually exclusive. The lowest order
remap bit has higher priority when multiple slaves are remapped to the same address.
Each bit allows different combinations of address maps to be formed. There is only
one remapping register available in the GPV, so modifying the r emap register affects
all memory maps of all the masters of the interconnect.

The effects of the remap bits can be categorized in the following groups:
m MPU master interface

m L2 cache master 0 interface

November 2012  Altera Corporation
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B Non-MPU master interfaces
m  DMA master interface
m Master peripheral interfaces
m  Debug Access Port (DAP) master interface
m FPGA-to-HPS bridge master interface
Figure 4-2 shows the interconnect address map for all MPU and non-MPU masters.

The figure is not to scale.

Figure 4-2. Address Map per Master

OXFFFF_FFFF

OXFFFF. 0000 On-Chip RAM | On-Chip RAM |
OXFFFE:COOO SCU & L2 Registers
OXFFFD_0000 Boot ROM
Peripherals & Peripherals &
©
0xFF40_0000 L3 GPY L3 GPV
OxFF20 0000 Lightweight FPGA Slaves @ Lightweight FPGA Slaves @
- DAP DAP 6
0xFF00_0000
0xFC00_0000 ST ST es
FPGA Slaves @ FPGA Slaves @
0xC000_0000
ACP
0x8000_0000
SDRAM @
SDRAM
0x0010_0000
0x0001-0000
0X0000 0000 |Boot ROM or On-Chip RAM“] [ On-Chip RAM or SDRAM
MPU non-MPU

Notes to Figure 4-2:

(1) The SCU and L2 cache registers are located in the MPU subsystem and are not accessible from the L3 interconnect.

(2) This address range is not always accessible. For more information, refer to Table 4-3.

(3) The MPU subsystem has one master that connects to the interconnect and another master that connects directly to
the SDRAM controller subsystem. The address filter registers in the MPU L2 control which MPU addresses are sent
to each master. This figure assumes the filter registers contain their reset values.

(4) This address range is configurable. For more information, refer to Table 4-3.

(5) This address range is not accessible from the master peripheral interfaces. For more information, refer to
“Master-to-Slave Connectivity Matrix” on page 4-6.

(6) This address range is not accessible from the DAP interface. For more information, refer to “Master-to-Slave
Connectivity Matrix” on page 4-6.

For the MPU L3 master, either the boot ROM or on-chip RAM maps to address 0x0
and obscures the lowest 64 K of SDRAM. The address space from 0x0001_0000 to
0x0010_0000 is not accessible because the MPU L2 filter registers only have a
granularity of 1 MB. After booting completes, the MPU can change address filtering to
use the lowest 1 MB of SDRAM.

For non-MPU masters, either the on-chip RAM or the SDRAM maps to address 0x0.
When mapped to address 0x0, the on-chip RAM obscures the lowest 64 K of SDRAM
for non-MPU masters.

Cyclone V Device Handbook
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i

Table 4-3 lists how the remap bits affect the memory maps.

Table 4-3. Memory Map Remap Bits

Bit Name Bit Offset Description

When set to 0, the boot ROM maps to address 0x0 for the MPU L3
master. When set to 1, the on-chip RAM maps to address 0x0 for the
MPU L3 master. This bit has no effect on non-MPU masters.

Note that regardless of this setting, the boot ROM also always maps to
address 0xfffd_0000 and the on-chip RAM also always maps to
address 0xffff_0000 for the MPU L3 master.

mpuzer o 0

When set to 0, the SDRAM maps to address 0x0 for the non-MPU L3
masters. When set to 1, the on-chip RAM maps to address 0x0 for the
nonnpuzer o 1 non-MPU masters. This bit has no effect on the MPU L3 master.

Note that regardless of this setting, the on-chip RAM also always
maps to address Oxffff_0000 for the non-MPU L3 masters.

Reserved 2 Must always be set to 0.
When set to 1, the HPS-to-FPGA bridge slave port is visible to the L3
hps2f pga 3 masters. When set to 0, accesses to the associated address range

return an AXI decode error to the master.
When set to 1, the lightweight HPS-to-FPGA bridge slave port is

[ whp2f pga 4 visible to the L3 masters. When set to 0, accesses to the associated
address range return an AXI decode error to the master.
Reserved 31:5 Must always be set to 0.

L2 filter registers in the MPU subsystem, not the interconnect, allow the SDRAM to be
remapped to address 0 for the MPU. For more information about the MPU subsystem,
refer to the Cortex-A9 MPU System chapter in volume 3 of the Cyclone V Device
Handbook.

Master Caching and Buffering Overrides

Cyclone V Device Handbook

Some of the masters of the interconnect do not have the ability to drive the caching
and buffering signals of their AXI and AHB interfaces. In order to ensure that these
masters can perform transfers efficiently, the registers are available from the system
manager so that you can enable cacheable and bufferable transactions. The following
masters have their caching and buffering signals driven by the system manager:

m EMACO and EMAC1

m USBOTGO0and USBOTG 1
m NAND flash

m SD/MMC

At reset time, the system manager drives the cache and buffering signals for these
masters low. In other words, the masters listed do not support cacheable or bufferable
accesses until you enable them after reset. There is no synchronization between the
system manager and the interconnect, so avoid changing these settings when any of
the masters are active. For more information about enabling or disabling this feature,
refer to the Systemn Manager chapter in volume 3 of the Cyclone V Device Handbook.

November 2012  Altera Corporation
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Security

Slave Security

The interconnect enforces security through the slave settings. The slave settings are
controlled by the address region control registers accessible through the GPV
registers. Each L3 and L4 slave has its own security check and programmable security
settings. After reset, every slave of the interconnect is set to a secure state (referred to
as boot secure). The only accesses allowed to secure slaves are by secure masters.

The GPV can only be accessed by secure masters. The security state of the interconnect
is not accessible through the GPV as the security registers are write-only. Any
nonsecure accesses to the GPV receive a DECERR response, and no register access is
provided. Updates to the security settings through the GPV do not take effect until all
transactions to the affected slave have completed.

Master Security

Masters of the interconnect are either secure, nonsecure, or the security is set on a per
transaction basis. The DAP is capable of performing only secure accesses. The L2
cache master 0, FPGA-to-HPS-bridge, and DMA perform secure and nonsecure
accesses on a per transaction basis. All other interconnect masters perform nonsecure
accesses. For more information, refer to “Interconnect Master Properties” on

page 4-10.

Accesses to secure slaves by unsecure masters result in a response of DECERRand the
transaction does not reach the slave.

Arbitration

At the entry point to the interconnect, all transactions are allocated a local quality of
service (QoS) value that you can programmatically configure. The arbitration of the
transaction throughout the infrastructure uses this QoS value. The QoS controls for
each master connected to the interconnect are separated into read and write QoS
priority values.

At any arbitration node, a fixed priority exists for transactions with different QoS
values. The highest QoS value has the highest priority. If there are coincident
transactions at an arbitration node with the same QoS value that require arbitration,
then the interconnect uses a least recently used (LRU) algorithm.

Cyclic Dependency Avoidance Schemes

The AXI protocol permits re-ordering of transactions. As a result, when routing
concurrent multiple transactions from a single point of divergence to multiple slaves,
the interconnect might need to enforce rules to prevent deadlock.

Each master of the interconnect is configured with one of three possible cyclic
dependency avoidance schemes (CDAS). The same CDAS scheme is configured for
both read and write transactions, but they operate independently. The CDAS
implementation for the masters is described in“Interconnect Master Properties” on
page 4-10.

The following schemes are available:
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m Single Slave
m Single Slave Per ID

m Single Active Slave

Single Slave

Single slave (SS) ensures the following conditions at a slave interface of a switch:
m All outstanding read transactions are to a single end destination.
m All outstanding write transactions are to a single end destination.

If a master issues another transaction to a different destination than the current
destination for that transaction type (read or write), the network stalls the transactions
until all the outstanding transactions of that type have completed.

Single Slave Per ID

Single slave per ID (SSPID) ensures the following conditions at a slave interface of a
switch:

m All outstanding read transactions with the same ID go the same destination.
m All outstanding write transactions with the same ID go the same destination.
When a master issues a transaction, the following situations can occur:

m If the transaction has an ID that does not match any outstanding transactions, it
passes the CDAS.

m If the transaction has an ID that matches the ID of an outstanding transaction, and
the destinations also match, it passes the CDAS.

m If the transaction has an ID that matches the ID of an outstanding transaction, and
the destinations do not match, the transaction fails the CDAS check and stalls.

Single Active Slave

Single active slave (SAS) is the same as the SSPID scheme, with an added check for
write transactions. SAS ensures that a master cannot issue a new write address until
all of the data from the previous write transaction has been sent.

Interconnect Master Properties

The interconnect connects to various slave interfaces through the L3 main switch and
L3 slave peripheral switch.

Table 4-4 shows all the master interfaces connected to the interconnect.

Table 4-4. Interconnect Master Interfaces (Part 1 of 2)

Master I“‘tn‘fi':ia:e Clock Switch Security Agggss CDAS | Issuance (") Di:ftflfrzi Type
L2 cache L3 main Per 2,2,2,
MO 64 mpu_| 2_ramcl k switch Transaction Yes SSPID |7,12,19 29 AXI
FPGA-to- . L3 main | Per 2,2,6,
HPS bridge 64 3_min_clk switch Transaction Yes SAS 16,16, 32 6, 2 AXI

Cyclone V Device Handbook
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Table 4-4. Interconnect Master Interfaces (Part 2 of 2)

Master I“‘tﬁiﬂ?lfe Clock Switch Security AE:;'SS CDAS | Issuance (" DBelII)itf:FZ) Type

DVIA 64 |4 minclk |LSman o Per e lsspip [888 |22 |AX
switch Transaction 2,2
L3 master 909

EMACO0/1 |32 |4 _main_clk peripheral | Nonsecure | No SSPID | 16, 16, 32 2’ 2’ " | AXI
switch ’
L3 master

gf;B 016 | 3 usb_np_cl k peripheral | Nonsecure |No | SSPID |2,2,4  |2,2,2 | AHB
switch
L3 master 909

NAND 32 nand_x_cl k peripheral | Nonsecure | No SSPID |1,8,9 2’ 2’ * | AXI
switch ’
L3 master

SD/MMC 32 4 nmp_clk peripheral | Nonsecure | No SSPID |2,2,4 2,2,2 | AHB
switch
L3 master 599

ETR 32 dbg_at_clk peripheral | Nonsecure | No SSPID |32,1,32 2’ 2‘ * | AXI
switch ’

DAP 32 dbg_cl k L3 main | gooiire Yes | SS 1,1, 1 2,2,2 | AHB
switch

Notes to Table 4-4:

(1) Issuance is based on the number of read, write, and total transactions.

(2) The FIFO buffer depth for AXI is based on the AW, AR, R, W, and B channels. For AHB and APB, the depth is based on W, A, and D channels.

Interconnect Slave Properties

The interconnect connects to various slave interfaces through the L3 main switch, L3
slave peripheral switch, and the five L4 peripheral buses. After reset, all slave
interfaces are set to the secure state.

Table 4-5 shows all the slave interfaces connected to the interconnect.

Table 4-5. Interconnect Slave Interfaces (Part 1 of 3)

Interface ) Buffer Interface
Slave Width Clock Mastered By Acceptance Depth Type

SDRAM

subsystem CSR 32 14 sp clk L4 SP bus master | 1,1,1 2,2,2 APB

SP timer 0/1 32 [4 sp_clk L4 SP bus master | 1,1,1 2,2,2 APB

12C 0/1/2/3 32 4 sp_clk L4 SP bus master | 1,1, 1 2,2,2 APB
UART 0/1 32 14 sp clk L4 SP bus master | 1,1, 1 2,2,2 APB

CAN 0/1 32 4 sp_clk L4 SP bus master | 1,1, 1 2,2,2 APB
GPIO 0/1/2 32 4 _np_clk L4 SP bus master | 1,1,1 2,2,2 APB

Ao D mapper | 39 14 mp_cl k L4 SP bus master | 1,1, 1 22,2 APB
EE%A manager | g, |4 mp_cl k L4 SP bus master |1, 1, 1 22,9 APB

DAP CSR 32 4 np_clk L4 SP bus master | 1,1, 1 2,2,2 APB
November 2012  Altera Corporation Cyclone V Device Handbook
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Table 4-5. Interconnect Slave Interfaces (Part 2 of 3)

Interface 1 Buffer Interface
Slave Width Clock Mastered By | Acceptance (7 Depth Type
ggad SPiflash | 9 | 4_mp_cl k L4 SP bus master |1, 1, 1 222 APB
SD/MMC CSR 32 4 _mp_clk L4 SP bus master | 1,1, 1 2,2,2 APB
EMAC 0/1 CSR 32 4 _mp_clk L4 SP bus master | 1,1,1 2,2,2 APB
System manager | 32 oscl clk L4 05G1 bus 1,1,1 2,2,2 APB
master
. L4 0SC1 bus
0SC1 timer 0/1 32 oscl clk master 1,1,1 2,2,2 APB
Watchdog 04 | 32 oscl_clk L4 OSC1 bus 1,1,1 22,2 APB
master
L4 0SC1 bus
Clock manager 32 oscl clk master 1,1,1 2,2,2 APB
Reset manager | 32 oscl_cl k L4 OSC1 bus 1,1,1 22,2 APB
master
DMA secure CSR | 32 [4 main_clk L4 main bus master | 1,1, 1 2,2,2 APB
Dan OTSEU 39 |4 mainclk | L4mainbus master | 1,1, 1 29,2 APB
SPI slave 0/1 32 4 main_clk L4 main bus master | 1,1, 1 2,2,2 APB
Scan manager 32 spi_mcl k L4 main bus master | 1,1, 1 2,2,2 APB
SPI master 0/1 32 spi_mclk L4 main bus master | 1,1, 1 2,2,2 APB
Lightweight .
HPS-to-FPGA |32 | 4_mai n_cl k L3 slave peripheral | 46 46 29 [0 9222 |Ax
. switch
bridge
USB OTG 0/1 32 usb_m_cl k L3 slave peripheral |4 4 4 222 AHB
switch
NAND CSR 32 nand_x_cl k L3 slave peripheral | 4 4 22,2 AXI
switch
NAND command 39 nand x ¢l k L3 .slave peripheral 11,1 22,2 AX]
and data = switch
Quad SPI flash L3 slave peripheral
data 32 I 4 np_clk switeh 1,1,1 2,2,2 AHB
EEEA manager | g cfg clk L3 main switch [ 1,2, 3 2,2,2,32,2 | AXI
E'r'?dsg'zo'FPGA 64 |'3_mai n_cl k L3 mainswitch | 16,16,32  |2,2.6,6,2 | AXI
G\;Z ID mapper | ¢, mu_l2 ramclk |L3manswitch | 13,5,18 22222 |AX
ST™M 32 dbg_at _clk L3 main switch 1,2,2 2,2,2,2,2 AXI
On-chip boot ROM | 32 I3 _main_clk L3 main switch 1,1,2 0,0,0,0,0 AXI
On-chip RAM 64 I 3_main_clk L3 main switch 2,2,2 0,0,0,8,0 AXI
Cyclone V Device Handbook November 2012  Altera Corporation
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Table 4-5. Interconnect Slave Interfaces (Part 3 of 3)

Slave In‘tnf,:ir(:ta;e Clock Mastered By | Acceptance (7 Dzl:)ftfl:’;?) Int:;;zce
?Ebzsﬂem 3 data | 32 |3_mai n_cl k L3mainswitch | 16,1616  |2,2,2,2,2 | AXI

Notes to Table 4-5:

(1) Acceptance is based on the number of read, write, and total transactions.
(2) The FIFO buffer depth for AXI is based on the AW, AR, R, W, and B channels. For AHB and APB, the depth is based on the W, A, and D channels.

Upsizing Data Width Function

The upsizing function combines narrow transactions into wider transactions to
increase the overall system bandwidth. Upsizing only packs data for read or write
transactions that are cacheable. If the interconnect splits input-exclusive transactions
into more than one output bus transaction, it removes the exclusive information from
the multiple transactions it creates.

The upsizing function can expand the data width by the following ratios:
m 12
m 14

If multiple responses from created transactions are combined into one response, then
the following order of priority applies:

m DECERRis the highest priority

m SLVERRis the next highest priority

m  OKAY is the lowest priority.

For more information about AXI terms such as DECERR, WRAP, and | NCR, refer to the

AMBA AXI Protocol Specification v1.0, which you can download from the ARM website
(infocenter.arm.com).

Incrementing Bursts

The interconnect converts all input | NCR bursts that complete within a single output
data width to an | NCR1 burst of the minimum S| ZE possible, and packs all | NCRbursts
into | NCRbursts of the optimal size possible for maximum data throughout.

Wrapping Bursts

All WRAP bursts are either passed through unconverted as WRAP bursts, or converted to
one or two | NCRbursts of the output bus. The interconnect converts input WRAP bursts
that have a total payload less than the output data width to a single | NCRburst.

Fixed Bursts
All FI XED bursts pass through unconverted.
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Bypass Merge

If the programmable bit bypass_ner ge is enabled, the interconnect does not alter any
transactions that could pass through legally without alteration. Bypass merge is
accessible through the GPV registers and is only accessible to secure masters.

Downsizing Data Width Function

The downsizing function reduces the data width of a transaction to match the optimal
data width at the destination. Downsizing does not merge multiple-transaction data
narrower than the destination bus if the transactions are marked as noncacheable.

The downsizing function reduces the data width by the following ratios:
m 21
m 41

Incrementing Bursts

The interconnect converts | NCRbursts that fall within the maximum payload size of
the output data bus to a single | NCRburst. It converts | NCRbursts that are greater than
the maximum payload size of the output data bus to multiple | NCR bursts.

| NCRbursts with a size that matches the output data width pass through unconverted.

The interconnect packs | NCRbursts with a Sl ZE smaller than the output data width to
match the output width whenever possible, using the upsizing function. For more
information, refer to”Upsizing Data Width Function” on page 4-13.

Wrapping Bursts

The interconnect always converts VWRAP bursts to WRAP bursts of twice the length, up to
the output data width maximum size of WRAP16, and treats the WRAP burst as two | NCR
bursts that can each be converted into one or more | NCRbursts.

Fixed Bursts

The interconnect converts Fl XED bursts to one or more | NCR1 or | NCRn bursts
depending on the downsize ratio.

Bypass Merge

If the programmable bit bypass_ner ge is enabled, the interconnect does not perform
any packing of beats to match the optimal Sl ZE for maximum throughput, up to the
output data width Sl ZE. Bypass merge is accessible through the GPV registers and is
only accessible to secure masters.

If an exclusive transaction is split into multiple transactions at the output of the
downsizing function, the exclusive flag is removed and the master never receives an
EXOKAY response. Response priority is the same as for the upsizing function, described
in “Upsizing Data Width Function” on page 4-13.

Lock Support

Lock is not supported by the interconnect. For atomic accesses, masters can perform
exclusive accesses when sharing data located in the HPS SDRAM.
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Interconnect Address Map and Register Definitions

For more information about exclusive access support, refer to the SORAM Controller
Subsystem chapter in volume 3 of the Cyclone V Device Handbook.

FIFO Buffers and Clocks

Resets

The interconnect contains FIFO buffers in the majority of the interfaces exposed to the
HPS master and slaves, as well as between the subswitches. These FIFO buffers also
provide clock domain crossing for masters and slaves that operate at a different clock
frequency than the switch they connect to.

Data Release Mechanism

For network ports containing write data FIFO buffers with a depth of four or greater,
you can set a write tidemark function, wr _ti demar k. This tidemark level stalls the
release of the transaction until one of the following situations occurs:

B The interconnect receives the W.AST beat of a burst.
B The write data FIFO buffer becomes full.

m  The number of occupied slots in the write data FIFO buffer exceeds the write
tidemark.

For more information about which interfaces contain write data FIFO buffers with a
depth of four or greater, refer to “Interconnect Master Properties” on page 4-10.

The interconnect has one reset signal. The reset manager drives this signal to the
SD/MMC controller on a cold or warm reset. On reset, the boot ROM is mapped to
address 0x0. The DAP virtually maps to ID 2.

For more information about resets, refer to the Reset Manager chapter in volume 3 of
the Cyclone V Device Handbook. For information about virtual ID mapping by the ACP
ID mapper, refer to the Cortex-A9 MPU System chapter in volume 3 of the Cyclone V
Device Handbook.

Interconnect Address Map and Register Definitions

“ %@ Theaddress map and register definitions reside in the hps.html file that accompanies
this handbook volume. Click the link to open the file.
To view the module description and base address, scroll to and click the link for the
following module instance:
m 13regs
To then view the register and field descriptions, scroll to and click the register names.
The register addresses are offsets relative to the base address of each module instance.

“ e The base addresses of all modules are also listed in the Introduction to the Hard
Processor System chapter in volume 3 of the Cyclone V Device Handbook.
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Document Revision History

Table 4-6 shows the revision history for this document.

Table 4-6. Document Revision History

Date Version Changes

November 2012 1.2 Minor updates.

m Added main switch connectivity matrix table.

m Rearranged functional description sections.
June 2012 1.1 N . .

m Simplified address remapping section.

m Added address map and register definitions section.
January 2012 1.0 Initial release.
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5. HPS-FPGA AXI Bridges
ARTERA ’

This chapter describes the bridges in the hard processor system (HPS) used to
communicate data between the FPGA fabric and HPS logic. The bridges use the
Advanced Microcontroller Bus Architecture (AMBA®) Advanced eXtensible Interface
(AXI™) protocol, and are based on the AMBA Network Interconnect (NIC-301).

«o Additional information is available in the AMBA AXI Protocol Specification v1.0 and
the AMBA Network Interconnect (NIC-301) Technical Reference Manual, which you can
download from the ARM website (infocenter.arm.com).

The HPS contains the following HPS-FPGA AXI bridges:
m FPGA-to-HPS Bridge

m HPS-to-FPGA Bridge
m Lightweight HPS-to-FPGA Bridge

Features of the AXI Bridges

The HPS-FPGA AXI bridges allow masters in the FPGA fabric to communicate with
slaves in the HPS logic and vice versa. For example, you can instantiate additional
memories or peripherals in the FPGA fabric, and master interfaces belonging to
components in the HPS logic can access them. You can also instantiate components
such as a Nios® II processor in the FPGA fabric and their master interfaces can access
memories or peripherals in the HPS logic.

The AXI bridges provide the features listed in Table 5-1.

Table 5-1. AXI Bridge Features

o 4o Lightweight
Feature FPGA-to-HPS | HPS-to-FPGA | \ipg 10 ppga
Bridge Bridge Bridge

Supports the AMBA AXI3 interface protocol v v v
Implements clock crossing and manages the
transfer of data across the clock domains in the v v v
HPS logic and the FPGA fabric
Performs data width conversion between the HPS
logic and the FPGA fabric v v v
Allows configuration of FPGA interface widths at
. 2 v v
instantiation time
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AXI Bridges Block Diagram and System Integration

Each bridge consists of an AXI master-slave pair with one interface exposed to the
FPGA fabric and the other exposed to the HPS logic. The HPS-to-FPGA and
lightweight HPS-to-FPGA bridges expose an AXI master interface that you can
connect to AXI or Avalon-MM slave interfaces in the FPGA fabric. The FPGA-to-HPS
bridge exposes an AXI slave interface that you can connect to AXI master or
Avalon-MM interfaces in the FPGA fabric.

“ e For information about configuring the AXI bridges, refer to the Instantiating the HPS

Component chapter in volume 3 of the Cyclone V Device Handbook.

AXI Bridges Block Diagram and System Integration

Figure 5-1 shows a block diagram of the AXI bridges in the context of the FPGA fabric
and the L3 interconnect to the HPS. Each master (M) and slave (S) interface is shown
with its data width(s). The clock domain for each interconnect is shown in
parentheses. The clock domains are described in “Clocks and Resets” on page 5-12.

Figure 5-1. AXI Bridge Connectivity

FPGA Fabric
A A
32, 64, or 128 Bits 32 Bits 32, 64, or 128 Bits
(h2f_axi_clk) (h2f_Ilw_axi_clk) (f2h_axi_clk)
M 32 Bits 32 Bits S
S | (14_mp_clk) (14_mp_clk) [ g
A AHB <—| '—‘L AHB AX
(GPV) (GPV)
HPS-to-FPGA Al M s FPGA-to-HPS
Bridge Bridge
Lightweight
S HPS-to-FPGA Bridge M
AXI AXI
S
AXL GPv)
A
64 Bits i 32 Bits 64 Bits
(I3_main_clk) (14_mp_clk) (I3_main_clk)
M M S
AXI AXI AXI
(L3 Main Switch) (L3 Slave Peripheral Switch) (L3 Main Switch)

L3 Interconnect

The HPS-to-FPGA bridge is mastered by the level 3 (L3) main switch and the
lightweight HPS-to-FPGA bridge is mastered by the L3 slave peripheral switch.

The FPGA-to-HPS bridge masters the L3 main switch, allowing any master
implemented in the FPGA fabric to access most slaves in the HPS. For example, the
FPGA-to-HPS bridge can access the accelerator coherency port (ACP) of the
Cortex-A9 MPU subsystem to perform cache-coherent accesses to the SDRAM
subsystem.
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All three bridges contain global programmers view (GPV) registers. The GPV
registers control the behavior of the bridge. Access to the GPV registers of all three
bridges is provided through the lightweight HPS-to-FPGA bridge.

For more information about connectivity, such as which masters have access to each
bridge, refer to the Interconnect chapter in volume 3 of the Cyclone V Device Handbook.

Functional Description of the AXI Bridges

The Global Programmers View

The HPS-to-FPGA bridge includes a set of registers called the GPV. The GPV provides
settings to control the bridge properties and behavior. Access to the GPV registers of
all three bridges is provided through the lightweight HPS-to-FPGA bridge.

The GPV registers can only be accessed by secure masters in the HPS or the FPGA
fabric.

FPGA-to-HPS Bridge

The FPGA-to-HPS bridge provides access to the peripherals and memory in the HPS.
This access is available to any master implemented in the FPGA fabric. You can
configure the bridge slave, which is exposed to the FPGA fabric, to support 32-, 64-, or
128-bit data. The master interface of the bridge, connected to the L3 interconnect, has
a data width of 64 bits.

Table 5-2 lists the properties of the FPGA-to-HPS bridge, including the configurable
slave interface exposed to the FPGA fabric.

Tahle 5-2. FPGA-to-HPS Bridge Properties

Bridge Property FPGA Slave Interface L3 Master Interface
Data width (") 32, 64, or 128 bits 64 bits
Clock domain f2h_axi _clk 3 _main_clk
Byte address width 32 bits 32 bits
ID width 8 bits 8 bits
Read acceptance 16 transactions 16 transactions
Write acceptance 16 transactions 16 transactions
Total acceptance 32 transactions 32 transactions

Note to Table 5-2:
(1) The bridge slave data width is user-configurable at the time you instantiate the HPS component in your system.

The FPGA-to-HPS bridge contains a GPV, described in “The Global Programmers
View”. The GPV registers provide settings that adjust the bridge slave properties
when the FPGA slave interface is configured to be 32 or 128 bits wide. The slave
issuing capability can be adjusted, through the f n_nod register, to allow one or
multiple transactions to be outstanding in the HPS. The slave bypass merge feature
can also be enabled, through the bypass_ner ge bit in the f n_npd2 register. This feature
ensures that the upsizing and downsizing logic does not alter any transactions when
the FPGA slave interface is configured to be 32 or 128 bits wide.
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It is critical to provide the correct | 4_np_cl k clock to support access to the GPV, as
described in “GPV Clocks” on page 5-13.

FPGA-to-HPS Access to ACP

When the error correction code (ECC) option is enabled in the level 2 (L2) cache
controller, all accesses from the FPGA-to-HPS bridge to the ACP must be 64 bits wide
and aligned on 8-byte boundaries after up- or downsizing takes place.

Table 5-3 lists some possible master and FPGA-to-HPS bridge slave configurations
that support accesses to the L2 cache with ECC enabled.

Table 5-3. FPGA Master and FPGA-to-HPS Bridge Configurations

T |t | e oy | Sot Lo astor urst Logt | PO A0S e
32 bits 8 bytes 4 bytes 2,4,6,8,10,12, 14, or 16 beats 32 bits
64 bits 8 bytes 8 bytes 110 16 beats 32 bits
128 bits 8 or 16 bytes 8 or 16 bytes 1 to 16 beats 32 bits
32 bits 8 bytes 4 hytes 2,4,6,8,10,12, 14, or 16 beats 64 bits
64 bits 8 bytes 8 bytes 110 16 beats 64 bits
128 bits 8 or 16 bytes 8 or 16 bytes 110 16 beats 64 bits
32 bits 8 bytes 4 hytes 2,4,6,8,10,12, 14, or 16 beats 128 bits
64 bits 8 bytes 8 bytes 1 to 16 beats 128 bits
128 bits 8 or 16 bytes 8 or 16 bytes 110 16 beats 128 bits

a®

Cyclone V Device Handbook

«® For more information about the ECC option of the L2 cache, refer to the Cortex-A9

Microprocessor Unit Subsystem chapter in volume 3 of the Cyclone V Device Handbook.

FPGA-to-HPS Bridge Slave Signals

The FPGA-to-HPS bridge slave address channels support user-sideband signals,
routed to the ACP in the MPU subsystem. All the signals have a fixed width except
the data and write strobes for the read and write data channels. The variable width
signals depend on the data width setting of the bridge. Table 5-4 through Table 5-8
list all the signals exposed by the FPGA-to-HPS slave interface to the FPGA fabric.

Table 54 lists the slave write address channel signals.

Table 5-4. FPGA-to-HPS Bridge Slave Write Address Channel Signals

Signal Width Direction Description
AW D 8 bits Input Write address 1D
AWADDR 32 bits Input Write address
AWEN 4 bits Input Burst length
AVBI ZE 3 bits Input Burst size
AWBURST 2 bits Input Burst type
e e oy
AWCACHE 4 bits Input Cache policy type
AWPROT 3 bits Input Protection type
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Table 5-4. FPGA-to-HPS Bridge Slave Write Address Channel Signals

Signal Width Direction Description
AW/ALI D 1 bit Input Write address channel valid
AWREADY 1 bit Output Write address channel ready
AWUSER 5 bits Input User sideband signals

Table 5-5 lists the slave write data channel signals.

Table 5-5. FPGA-to-HPS Bridge Slave Write Data Channel Signals

Signal Width Direction Description
WD 8 bits Input Write ID
VDATA 32, 64, or 128 bits Input Write data
WETRB 4,8, or 16 bits Input Write data strobes
W.AST 1 bit Input Write last data identifier
W/ALI D 1 bit Input Write data channel valid
VREADY 1 bit Output Write data channel ready

Table 5-6 lists the slave write response channel signals.

Tabhle 5-6. FPGA-to-HPS Bridge Slave Write Response Channel Signals

Signal Width Direction Description
BI D 8 bits Output Write response ID
BRESP 2 bits Output Write response
BVALI D 1 bit Output Write response channel valid
BREADY 1 bit Input Write response channel ready

Table 5-7 lists the slave read address channel signals.

Tahle 5-7. FPGA-to-HPS Bridge Slave Read Address Channel Signals

Signal Width Direction Description
ARI D 8 bits Input Read address ID
ARADDR 32 bits Input Read address
ARLEN 4 bits Input Burst length
ARSI ZE 3 bits Input Burst size
ARBURST 2 bits Input Burst type
ARLOK 25t U | s and OF (ncluowe sccess)
ARCACHE 4 bits Input Cache policy type
ARPROT 3 bits Input Protection type
ARVALI D 1 bit Input Read address channel valid
ARREADY 1 bit Output Read address channel ready
ARUSER 5 bits Input Read user sideband signals
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Table 5-8 lists the slave read data channel signals.

Tahle 5-8. FPGA-to-HPS Bridge Slave Read Data Channel Signals

Signal Width Direction Description
RID 8 bits Output Read ID
RDATA 32, 64, or 128 bits Output Read data
RRESP 2 bits Output Read response
RLAST 1 bit Output Read last data identifier
RVALI D 1 bit Output Read data channel valid
RREADY 1 bit Input Read data channel ready

HPS-to-FPGA Bridge

The HPS-to-FPGA bridge provides a configurable-width, high-performance master
interface to the FPGA fabric. The bridge provides most masters in the HPS with access
to logic, peripherals, and memory implemented in the FPGA. The effective size of the
address space is 0x3FFF0000, or 1 gigabyte (GB) minus 64 megabytes (MB). The
address space size is less than 1 GB because 64 MB is occupied by peripherals,
lightweight HPS-to-FPGA bridge, on-chip RAM, and boot ROM in the HPS. You can
configure the bridge master exposed to the FPGA fabric for 32-, 64-, or 128-bit data.
The amount of address space exposed to the MPU subsystem can also be reduced
through the L2 cache address filtering mechanism.

“% e For detailed information about which masters have access to each bridge, refer to the
Interconnect chapter in volume 3 of the Cyclone V Device Handbook. For details about L2
cache address filtering, refer to the Cortex-A9 Microprocessor Unit Subsystem chapter in
volume 3 of the Cyclone V Device Handbook.

The slave interface of the bridge in the HPS logic has a data width of 64 bits. The
bridge provides width adaptation and clock crossing logic that allows the logic in the
FPGA to operate in any clock domain, asynchronous from the HPS.

"=~ The HPS-to-FPGA bridge is accessed if the MPU boots from the FPGA. Before the
MPU boots from the FPGA, the FPGA portion of the SoC device must be configured,
and the HPS-to-FPGA bridge must be remapped into addressable space.

“ e For more information about enabling the HPS-to-FPGA bridge, refer to the
Interconnect chapter in volume 3 of the Cyclone V Device Handbook.

Cyclone V Device Handbook November 2012  Altera Corporation
Volume 3: Hard Processor System Technical Reference Manual


http://www.altera.com/literature/hb/cyclone-v/cv_54004.pdf
http://www.altera.com/literature/hb/cyclone-v/cv_54006.pdf
http://www.altera.com/literature/hb/cyclone-v/cv_54004.pdf

Chapter 5: HPS-FPGA AXI Bridges 5-7
Functional Description of the AXI Bridges

Table 5-9 lists the properties of the HPS-to-FPGA bridge, including the configurable
master interface exposed to the FPGA fabric.

Table 5-9. HPS-to-FPGA Bridge Properties

Bridge Property L3 Slave Interface FPGA Master Interface
Data width (7 64 bits 32, 64, or 128 bits
Clock domain | 3_main_clk h2f axi _clk
Byte address width 32 bits 30 bits
ID width 12 bits 12 bits
Read acceptance 16 transactions 16 transactions
Write acceptance 16 transactions 16 transactions
Total acceptance 32 transactions 32 transactions
Note to Table 5-9:
(1) The bridge master data width is user-configurable at the time you instantiate the HPS component in your system.

The HPS-to-FPGA bridge’s GPV, described in “The Global Programmers View” on
page 5-3, provides settings to adjust the bridge master properties. The master issuing
capability can be adjusted, through the f n_nod register, to allow one or multiple
transactions to be outstanding in the FPGA fabric. The master bypass merge feature
can also be enabled, through the bypass_ner ge bit in the f n_npd2 register. This feature
ensures that the upsizing and downsizing logic does not alter any transactions when
the FPGA master interface is configured to be 32 or 128 bits wide.

L= Ttis critical to provide the correct | 4_np_cl k clock to support access to the GPV, as
described in “GPV Clocks” on page 5-13.

HPS-to-FPGA Bridge Master Signals

All the HPS-to-FPGA bridge master signals have a fixed width except the data and
write strobes for the read and write data channels. The variable-width signals depend
on the data width setting of the bridge interface exposed to the FPGA logic. Table 5-10
through Table 5-14 list all the signals exposed by the HPS-to-FPGA master interface to
the FPGA fabric.
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Table 5-10 lists the master write address channel signals.

Tahle 5-10. HPS-to-FPGA Bridge Master Write Address Channel Signals

Signal Width Direction Description
AW D 12 bits Output Write address 1D
AWADDR 30 bits Output Write address
AW.EN 4 hits Output Burst length
AWBI ZE 3 bits Output Burst size
AVBURST 2 bits Output Burst type
ATLOK 26t OUPUL | ool and 1 (el access)
AWCACHE 4 bits Output Cache policy type
AWPROT 3 bits Output Protection type
AWALI D 1 bit Output Write address channel valid
AWREADY 1 bit Input Write address channel ready

Table 5-11 lists the master write data channel signals.

Table 5-11. HPS-to-FPGA Bridge Master Write Data Channel Signals

Signal Width Direction Description
WD 12 bits Output Write ID
VDATA 32, 64, or 128 bits Output Write data
VBETRB 4,8, or 16 bits Output Write data strobes
W.AST 1 bit Output Write last data identifier
WALI D 1 bit Output Write data channel valid
VREADY 1 bit Input Write data channel ready

Table 5-12 lists the master write response channel signals.

Table 5-12. HPS-to-FPGA Bridge Master Write Response Channel Signals

Signal Width Direction Description
BID 12 bits Input Write response ID
BRESP 2 bits Input Write response
BVALI D 1 bit Input Write response channel valid
BREADY 1 bit Output Write response channel ready
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Table 5-13 lists the master read address channel signals.

Table 5-13. HPS-to-FPGA Bridge Master Read Address Channel Signals

Signal Width Direction Description
AR D 12 bits Output Read address ID
ARADDR 30 bits Output Read address
ARLEN 4 hits Output Burst length
ARSI ZE 3 bits Output Burst size
ARBURST 2 bits Output Burst type
ARLOK 26t OUPUL | ool and 1 (el access)
ARCACHE 4 bits Output Cache policy type
ARPROT 3 bits Output Protection type
ARVALI D 1 bit Output Read address channel valid
ARREADY 1 bit Input Read address channel ready

Table 5-14 lists the master read data channel signals.

Table 5-14. HPS-to-FPGA Bridge Master Read Data Channel Signals

Signal Width Direction Description
R D 12 bits Input Read ID
RDATA 32, 64, or 128 bits Input Read data
RRESP 2 bits Input Read response
RLAST 1 bit Input Read last data identifier
RVALI D 1 bit Input Read data channel valid
RREADY 1 bit Output Read data channel ready

Lightweight HPS-to-FPGA Bridge

The lightweight HPS-to-FPGA bridge provides a lower-performance interface to the
FPGA fabric. This interface is useful for accessing the control and status registers of
soft peripherals. The bridge provides a 2 MB address space and access to logic,
peripherals, and memory implemented in the FPGA fabric. The MPU subsystem,
direct memory access (DMA) controller, and debug access port (DAP) can use the

lightweight HPS-to-FPGA bridge to access the FPGA fabric or GPV. Master interfaces
in the FPGA fabric can also use the lightweight HPS-to-FPGA bridge to access the
GPYV registers in all three bridges.
“% e For detailed information about which masters have access to each bridge, refer to the
Interconnect chapter in volume 3 of the Cyclone V Device Handbook.

The bridge master exposed to the FPGA fabric has a fixed data width of 32 bits. The
slave interface of the bridge in the HPS logic has a fixed data width of 32 bits.
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Use the lightweight HPS-to-FPGA bridge as a secondary, lower-performance master
interface to the FPGA fabric. With a fixed width and a smaller address space, the
lightweight bridge is useful for low-bandwidth traffic, such as memory-mapped
register accesses to FPGA peripherals. This approach diverts traffic from the
high-performance HPS-to-FPGA bridge, and can improve both CSR access latency
and overall system performance.

Table 5-15 lists the properties of the lightweight HPS-to-FPGA bridge, including the
master interface exposed to the FPGA fabric.

Table 5-15. Lightweight HPS-to-FPGA Bridge Properties

Bridge Property L3 Slave Interface FPGA Master Interface

Data width 32 bits 32 hits

Clock domain 4 nmp_clk h2f |w axi_clk

Byte address width 32 bits 21 bits

ID width 12 hits 12 hits

Read acceptance 16 transactions 16 transactions

Write acceptance 16 transactions 16 transactions

Total acceptance 32 transactions 32 transactions

The lightweight HPS-to-FPGA bridge has three master interfaces, as shown in

Figure 5-1 on page 5-2. The master interface connected to the FPGA fabric provides a
lightweight interface from the HPS to custom logic in the FPGA fabric. The two other
master interfaces, connected to the HPS-to-FPGA and FPGA-to-HPS bridges, allow
you to access the GPV registers for each bridge.

The lightweight HPS-to-FPGA bridge also has a GPV to control the behavior of its
four interfaces (one slave and three masters). The GPV is described in “The Global
Programmers View” on page 5-3.

The GPV allows you to set the bridge’s issuing capabilities to support single or
multiple transactions. The GPV also lets you set a write tidemark through the

wr_ti demar k register, to control how much data is buffered in the bridge before data is
written to slaves in the FPGA fabric.

It is critical to provide correct clock settings for the lightweight HPS-to-FPGA bridge,
even if your design does not use this bridge. The | 4_np_cl k clock is required for GPV
access on the HPS-to-FPGA and FPGA-to-HPS bridges.

Lightweight HPS-to-FPGA Bridge Master Signals

All the lightweight HPS-to-FPGA bridge master signals have a fixed width.
Table 5-16 through Table 5-20 list all the signals exposed by the lightweight
HPS-to-FPGA master interface to the FPGA fabric.
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Table 5-16 lists the master write address channel signals.

Table 5-16. Lightweight HPS-to-FPGA Bridge Master Write Address Channel Signals

Signal Width Direction Description
AW D 12 bits Output Write address 1D
AWADDR 21 bits Output Write address
AW.EN 4 hits Output Burst length
AWBI ZE 3 bits Output Burst size
AVBURST 2 bits Output Burst type
ATLOK 26t OUPUL | ool and 1 (el access)
AWCACHE 4 bits Output Cache policy type
AWPROT 3 bits Output Protection type
AWALI D 1 bit Output Write address channel valid
AWREADY 1 bit Input Write address channel ready

Table 5-17 lists the master write data channel signals.

Table 5-17. Lightweight HPS-to-FPGA Bridge Master Write Data Channel Signals

Signal Width Direction Description
WD 12 bits Output Write ID
VDATA 32 bits Output Write data
VBETRB 4 bits Output Write data strobes
W.AST 1 bit Output Write last data identifier
WALI D 1 bit Output Write data channel valid
VREADY 1 bit Input Write data channel ready

Table 5-18 lists the master write response channel signals.

Table 5-18. Lightweight HPS-to-FPGA Bridge Master Write Response Channel Signals

Signal Width Direction Description
BID 12 bits Input Write response ID
BRESP 2 bits Input Write response
BVALI D 1 bit Input Write response channel valid
BREADY 1 bit Output Write response channel ready
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Table 5-19 lists the master read address channel signals.

Table 5-19. Lightweight HPS-to-FPGA Bridge Master Read Address Channel Signals

Signal Width Direction Description
AR D 12 bits Output Read address ID
ARADDR 21 bits Output Read address
ARLEN 4 hits Output Burst length
ARSI ZE 3 bits Output Burst size
ARBURST 2 bits Output Burst type
ARLOK 26t OUPUL | ool and 1 (el access)
ARCACHE 4 bits Output Cache policy type
ARPROT 3 bits Output Protection type
ARVALI D 1 bit Output Read address channel valid
ARREADY 1 bit Input Read address channel ready

Table 5-20 lists the master read data channel signals.

Tahle 5-20. Lightweight HPS-to-FPGA Bridge Master Read Data Channel Signals

Signal Width Direction Description
R D 12 bits Input Read ID
RDATA 32 bits Input Read data
RRESP 2 bits Input Read response
RLAST 1 bit Input Read last data identifier
RVALI D 1 bit Input Read data channel valid
RREADY 1 bit Output Read data channel ready

Clocks and Resets

FPGA-to-HPS Bridge

The master interface of the bridge in the HPS logic operates in the | 3_mai n_cl k clock
domain. The slave interface exposed to the FPGA fabric operates in the f 2h_axi _cl k
clock domain provided by the user logic. The bridge provides clock crossing logic that
allows the logic in the FPGA to operate in any clock domain, asynchronous from the
HPS.
“ e Forinformation about the f 2h_axi _cl k clock, refer to the HPS Component Interfaces

chapter in volume 3 of the Cyclone V Device Handbook. For information about the

[ 3_mai n_cl k and | 4_np_cl k clocks, refer to the Clock Manager chapter in volume 3 of

the Cyclone V Device Handbook.

The FPGA-to-HPS bridge has one reset signal, f pga2hps_bri dge_r st _n. The reset
manager drives this signal to FPGA-to-HPS bridge on a cold or warm reset.
“ = TFor more information about the reset manager, refer to the Reset Manager chapter in
volume 3 of the Cyclone V Device Handbook.
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HPS-to-FPGA Bridge

The master interface into the FPGA fabric operates in the h2f _axi _cl k clock domain.
The h2f _axi _cl k clock is provided by user logic. The slave interface of the bridge in
the HPS logic operates in the | 3_mai n_cl k clock domain. The bridge provides clock
crossing logic that allows the logic in the FPGA to operate in any clock domain,
asynchronous from the HPS.

For information about the | 3_mai n_cl k clock, refer to the Clock Manager chapter in
volume 3 of the Cyclone V Device Handbook. For information about the h2f _axi _cl k
clock, refer to the HPS Component Interfaces chapter in volume 3 of the Cyclone V
Device Handbook.

The HPS-to-FPGA bridge has one reset signal, hps2f pga_bri dge_r st _n. The reset
manager drives this signal to HPS-to-FPGA bridge on a cold or warm reset.

For more information about the reset manager, refer to the Reset Manager chapter in
volume 3 of the Cyclone V Device Handbook.

Lightweight HPS-to-FPGA Bridge

The master interface into the FPGA fabric operates in the h2f _| w_axi _cl k clock
domain provided by custom logic in the FPGA fabric. The slave interface of the bridge
in the HPS logic operates in the | 4_np_cl k clock domain. The bridge provides clock
crossing logic that allows the logic in the FPGA to operate in any clock domain,
asynchronous from the HPS.

For information about the | 4_np_cl k clock, refer to the Clock Manager chapter in
volume 3 of the Cyclone V Device Handbook. For information about the h2f _| w_axi _cl k
clock, refer to the HPS Component Interfaces chapter in volume 3 of the Cyclone V
Device Handbook.

The lightweight HPS-to-FPGA bridge has one reset signal, | whps2f pga_bri dge_r st _n.
The reset manager drives this signal to the lightweight HPS-to-FPGA bridge on a cold
or warm reset.

For more information about the reset manager, refer to the Reset Manager chapter in
volume 3 of the Cyclone V Device Handbook.

GPV Clocks

The FPGA-to-HPS and HPS-to-FPGA bridges have GPV slave interfaces, mastered by
the lightweight HPS-to-FPGA bridge. These interfaces operate in the | 4_np_cl k clock
domain. Even if you do not use the lightweight HPS-to-FPGA bridge in your FPGA
design, you must ensure that a valid | 4_np_cl k clock is being generated, so that the
GPV registers in the HPS-to-FPGA and FPGA-to-HPS bridges can be programmed.
The GPV logic in all three bridges is in the | 4_np_cl k domain. For information about
the GPV, refer to “The Global Programmers View” on page 5-3.
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Data Width Sizing

The HPS-to-FPGA and FPGA-to-HPS bridges allow 32-, 64-, and 128-bit interfaces to
be exposed to the FPGA fabric. For 32-bit and 128-bit interfaces, the bridge performs
data width conversion to the fixed 64-bit interface within the HPS. This conversion is
called upsizing in the case of data being converted from a 64-bit interface to a 128-bit
interface. It is called downsizing in the case of data being converted from a 64-bit
interface to a 32-bit interface. If an exclusive access is split into multiple transactions,
the transactions lose their exclusive access information.

During the upsizing or downsizing process, transactions can also be resized using a
data merging technique. For example, in the case of a 32-bit to 64-bit upsizing, if the
size of each beat entering the bridge’s 32-bit interface is only two bytes, the bridge can
merge up to four beats to form a single 64-bit beat. Similarly, in the case of a 128-bit to
64-bit downsizing, if the size of each beat entering the bridge’s 128-bit interface is only
four bytes, the bridge can merge two beats to form a single 64-bit beat.

The bridges do not perform transaction merging for accesses marked as noncacheable.
= You can set the bypass_ner ge bit in the GPV to prevent the bridge from merging data

and responses. If the bridge merges multiple responses into a single response, that
response is the one with the highest priority. The response types have the following

priorities:
1. DECERR
2. SLVERR
3. OKAY

HPS-FPGA AXI Bridges Address Map and Register Definitions

“ %@ Theaddress map and register definitions reside in the hps.html file that accompanies

this handbook volume. Click the link to open the file.

To view the module description and base address, scroll to and click the following
links for the module instance:

m fpga2hpsregs

m hps2fpgaregs

To then view the register and field descriptions, scroll to and click the register names.
The register addresses are offsets relative to the base address of each module instance.
“ e The base addresses of all modules are also listed in the Introduction to the Hard
Processor chapter in volume 3 of the Cyclone V Device Handbook.
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Document Revision History

Table 5-21 lists the revision history for this document.

Tahle 5-21. Document Revision History

Date Version Changes
November 2012 1.1 Described GPV.
January 2012 1.0 Initial release.
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This section includes the following chapters:

m Chapter 6, Cortex-A9 Microprocessor Unit Subsystem

“ e For information about the revision history for chapters in this section, refer to

“Document Revision History” in each individual chapter.
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A |:| =/ 6. Cortex-A9 Microprocessor Unit
® Subsystem
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The hard processor system (HPS) in the Altera® SoC FPGA device includes a
stand-alone, full-featured ARM® Cortex™-A9 MPCore™, single- or dual-core 32-bit
application processor. The Cortex-A9 MPU subsystem is composed of a Cortex-A9
MPCore, a level 2 (L2) cache, an Accelerator Coherency Port (ACP) ID mapper, and
debugging modules.

Features of the Cortex-A9 MPU Subsystem

The Altera Cortex-A9 MPU subsystem provides the following features:

®  One or two Cortex-A9 processors

m Interrupt controller

m Private interval and watchdog timer for each processor

m  Global timer

m  TrustZone® system security extensions

m Symmetric multiprocessing (SMP) and asymmetric multiprocessing (AMP) modes

m Debugging modules
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Cortex-A9 MPU Subsystem Block Diagram and System Integration

Figure 6-1 shows a dual-core MPU subsystem in the context of the HPS, with the L2
cache. The L2 cache can access either the level 3 (L3) interconnect fabric or the
SDRAM.

Figure 6-1. Cortex-A9 MPU Subsystem with L3 Interconnect
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Figure 6-2 shows a block diagram of the Altera Cortex-A9 MPU subsystem.

Figure 6-2. Cortex-A9 MPU Subsystem Internals
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Cortex-A9 MPU Subsystem Components

The Altera Cortex-A9 MPU subsystem consists of the following hardware blocks:

m ARM Cortex-A9 MPCore
® ARM L2C-310 L2 cache controller
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m  ACP ID mapper
m Debugging and trace features

This section describes the components of the Cortex-A9 MPU subsystem.

Cortex-A9 MPCore

The MPU subsystem includes a stand-alone, full-featured ARM Cortex-A9 MPCore
single- or dual-core 32-bit application processor. The processor, like other HPS
masters, can access IP in the FPGA fabric using through the HPS-to-FPGA bridges.

Functional Description
The ARM Cortex-A9 MPCore contains the following blocks:

m  One or two Cortex-A9 Revision 13p0 processors operating in SMP or AMP mode
®  Snoop control unit (SCU)

m Private interval timer for each processor core

m Private watchdog timer for each processor core

m Global timer

m Interrupt controller

Each transaction originating from the Altera Cortex-A9 MPU subsystem can be
flagged as secure or nonsecure.
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Implementation Details
Table 6-1 shows the parameter settings for the Altera Cortex-A9 MPCore.

Table 6-1. Cortex-A9 MPCore Processor Configuration

Feature Options

Cortex-A9 processors 1or2
Instruction cache size per Cortex-A9 processor 32 KB
Data cache size per Cortex-A9 processor 32 KB
TLB size per Cortex-A9 processor 128 entries
Media Processing Engine with NEON™ technology per Cortex-A9 processor (7) Included
Preload Engine per Cortex-A9 processor Included
Number of entries in the Preload Engine FIFO per Cortex-A9 processor 16
Jazelle DBX extension per Cortex-A9 processor Full
PTM interface per Cortex-A9 processor Included
Support for parity error detection 2 Included
ARM_BIST Included
Master ports Two
Accelerator Coherency Port Included
Notes to Table 6-1:
(1) Includes support for floating-point operations.
(2) Foradescription of the parity error scheme and parity error signals, Refer to the Cortex-A9 Technical Reference

Manual, Revision r3p0, available on the ARM website (infocenter.arm.com).

o For further information about Cortex-A9 MPCore configurable options, refer to the
Introduction chapter of the Cortex-A9 MPCore Technical Reference Manual, Revision r3p0,
available on the ARM website (infocenter.arm.com).

Cortex-A9 Processor

Each Cortex-A9 processor includes the following hardware blocks:

m  ARM NEON™ single instruction, multiple data (SIMD) coprocessor with vector
floating-point (VFP) v3 double-precision floating point unit for media and signal
processing acceleration

m Single- and double-precision IEEE-754 floating point math support
m Integer and polynomial math support
m Level 1 (L1) cache with parity checking
m 32 KB four-way set-associative instruction cache
m 32 KB four-way set-associative data cache
m CoreSight™ Program Trace Macrocell (PTM) supporting instruction trace
Each Cortex-A9 processor supports the following features:
m Dual-issue superscalar pipeline with advanced branch prediction

m Out-of-order (OoO) dispatch and speculative instruction execution
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m 2.5 million instructions per second (MIPS) per MHz, based on the Dhrystone 2.1
benchmark

m 128-entry translation lookaside buffer (TLB)
m TrustZone security extensions
m Configurable data endianness
m Jazelle® DBX Extensions for byte-code dynamic compiler support
m The Cortex-A9 processor architecture supports the following instruction sets:
m  The ARMvV7-A performance-optimized instruction set
m  The memory-optimized Thumb®-2 mixed instruction set
m Improves energy efficiency
m  31% smaller memory footprint
m 38% faster than the original Thumb instruction set
m  The Thumb instruction set—supported for legacy applications

m  Each processor core in the Altera HPS includes a memory management unit
(MMU) to support the memory management requirements of common modern
operating systems.

The Cortex-A9 processors are designated CPUO and CPU1.

“ e Detailed documentation of ARM Cortex-A9 series processors, Revision r3p0, is

available on the ARM website (infocenter.arm.com).

Interactive Debugging Features

Each Cortex-A9 processor has built-in debugging capabilities, including the following
features:

m Six hardware breakpoints, including two with Context ID comparison capability
m Four watchpoints

The interactive debugging features can be controlled by external JTAG tools or by
processor-based monitor code.
“ e For more information about the interactive debugging system, refer to the Debug
chapter of the Cortex-A9 Technical Reference Manual, Revision r3p0, available on the
ARM website (infocenter.arm.com).

L1 Caches

Cache memory that is closely coupled with an associated processor is called level 1, or
L1 cache. Each Cortex-A9 processor has two independent 32 KB L1 caches—one for
instructions and one for data—allowing simultaneous instruction fetches and data
access.

Each L1 cache is four-way set associative, with 32 bytes per line, and supports parity
checking.
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Preload Engine

The preload engine (PLE) is a hardware block that enables the L2 cache to preload
selected regions of memory. The PLE signals the L2 cache when a cache line will be
needed in the L2 cache, by making the processor data master port start fetching the
data. The processor data master does not complete the fetch or return the data to the
processor. However, the L2 cache can then proceed to load the cache line. The data is
only loaded to the L2 cache, not to the L1 cache or processor registers.

The preload functionality is under software control. The following PLE control
parameters must be programmed:

m Programmed parameters, including the following:
m DBase address
m  Length of stride
m  Number of blocks
m A valid bit
m TrustZone memory protection for the cache memory, with an NS (non-secure) state
bit
B A translation table base (TTB) address
® An Address Space Identifier (ASID) value

“ e For more information about the PLE, refer to the Preload Engine chapter of the

Cortex-A9 Technical Reference Manual, Revision r3p0, available on the ARM website
(infocenter.arm.com).

Floating Point Unit

Each ARM Cortex-A9 processor includes full support for IEEE-754 floating point
operations. The floating-point unit (FPU) fully supports half-, single-, and
double-precision variants of the following operations:

m Add

m Subtract

m  Multiply

m Divide

m  Multiply and accumulate (MAC)
m Square root

The FPU also converts between floating-point data formats and integers, including
special operations to round towards zero required by high-level languages.
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NEON Multimedia Processing Engine

The NEON multimedia processing engine (MPE) provides hardware acceleration for
media and signal processing applications. Each ARM Cortex-A9 processor includes
an ARM NEON MPE that supports SIMD processing, as shown in Figure 6-3. The
NEON processing engine accelerates multimedia and signal processing algorithms
such as video encoding and decoding, 2-D and 3-D graphics, audio and speech
processing, image processing, telephony, and sound synthesis.

Figure 6-3. Single Instruction, Multiple Data (SIMD) Processing
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The Cortex-A9 NEON MPE performs the following types of operations:

m SIMD and scalar single-precision floating-point computations

m Scalar double-precision floating-point computation

m SIMD and scalar half-precision floating-point conversion

m 8-bit, 16-bit, 32-bit, and 64-bit signed and unsigned integer SIMD computation
m  8-bit or 16-bit polynomial computation for single-bit coefficients

The following operations are available:

m Addition and subtraction

m Multiplication with optional accumulation (MAC)

® Maximum or minimum value driven lane selection operations

m Inverse square root approximation

m Comprehensive data-structure load instructions, including register-bank-resident

table lookup

“%e For more information about the Cortex-A9 NEON MPE, refer to the Cortex-A9
NEON™ Media Processing Engine Technical Reference Manual, Revision r3p0, which you
can download from the ARM website (infocenter.arm.com).

Cyclone V Device Handbook November 2012  Altera Corporation
Volume 3: Hard Processor System Technical Reference Manual


http://infocenter.arm.com/

Chapter 6: Cortex-A9 Microprocessor Unit Subsystem

Cortex-A9 MPU Subsystem Components

November 2012  Altera Corporation

Memory Management Unit

The MMU is used in conjunction with the L1 and L2 caches to translate virtual
addresses used by software to physical addresses used by hardware. Each processor
has a private MMU.

The MMU supports the TLBs shown in Table 6-2.

Table 6-2. Supported TLBs

TLB Type Memory Type Number of Entries Associativity
Micro TLB Instruction 32 Fully associative
Micro TLB Data 32 Fully associative
Main TLB Instruction and Data 128 Two-way associative

The main TLB has the following features:

m Lockable entries using the lock-by-entry model

m Supports hardware page table walks to perform look-ups in the L1 data cache
For more information about the MMU, refer to the Memory Management Unit chapter
of the Cortex-A9 Technical Reference Manual, Revision r3p0, available on the ARM
website (infocenter.arm.com).

The MPU address map is divided into the following regions:

m The boot region

m The SDRAM region

m The FPGA slaves region

m The HPS peripherals region

This section describes the location and contents of each region.

The Boot Region

The boot region is 1 MB in size, based at address 0. After power-on, or after reset of
the L3 interconnect, the boot region is occupied by the boot ROM, allowing the
Cortex-A9 MPCore to boot. Although the boot region size is 1 MB, accesses beyond
64 KB are illegal because the boot ROM is only 64 KB.

As shown in Figure 64, this 1 MB region can be subsequently remapped to the
bottom 1 MB of SDRAM. For more information, refer to “The SDRAM Region”.

Alternatively, the boot region can be mapped to the 64 KB on-chip RAM. For more
information, refer to the Interconnect chapter in volume 3 of the Cyclone V Device
Handbook.
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Figure 6-4. The MPCore Address Map

Addresses Are Not To Scale

OXFFFF FFFF —
X HPS Peripherals (64 MB)
0xFC00 0000 —
HPS-to-FPGA
(FPGA-Based Peripherals)
0xC000 0000 (3 GB) — f < L2 Cache Filtering
0x8000 0000 (2 GB) —
SDRAM
Mapping Options
On-Chip RAM (64 KB) ‘
0x4000 0000 (1 GB) —
Boot ROM (64 KB) ‘
SDRAM (1 MB)
0x1000 0000 (1 MB) — : (Mapping Provided by
. Boot Region < L2 Cache Filtering)

The SDRAM Region

The SDRAM region starts at address 0x100000 (1 MB). The top of the region is
determined by the L2 cache filter.

The L2 cache contains a filtering mechanism that routes accesses to the SDRAM and
L3 interconnect. The filter defines a filter range with start and end addresses. Any
access within this filter range is routed to the SDRAM subsystem. Accesses outside of
this filter range are routed to the L3 interconnect.

The start and end addresses are specified in the following register fields:
m regl2 addr filtering_start.address filtering start
m regl2 address _filtering_end.address filtering_end

To remap the lower 1MB of SDRAM into the boot region, set the filter start address to
0x0 to ensure accesses between 0x0 and 0xFFFFF are routed to the SDRAM.
Independently, you can set the filter end address in 1 MB increments above
0x00000000 to extend the upper bounds of the SDRAM region. However, you achieve
this extended range at the expense of the FPGA peripheral address span. Depending
on the address filter settings in the L2 cache, the top of the SDRAM region can range
from 0xBFFFFFFF to Ox FBFFFFFF.

For more information about the L2 cache, refer to “L2 Cache” on page 6-24.
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The FPGA Slaves Region

The Cortex-A9 MPU subsystem supports the variable-sized FPGA slaves region to
communicate with FPGA-based peripherals. This region can start as low as
0xC0000000, depending on the L2 cache filter settings. The top of the FPGA slaves
region is located at 0xFBFFFFFF. As a result, the size of the FPGA slaves region can
range from 0 to 0x3F000000 bytes.

The HPS Peripherals Region

The HPS peripherals region is the top 64 MB in the address space, starting at
0xFC000000 and extending to 0xFFFFFFFF. The HPS peripherals region is always
allocated to the HPS dedicated peripherals for the Altera Cortex-A9 MPU subsystem.

Performance Monitoring Unit

Each Cortex-A9 processor has a Performance Monitoring Unit (PMU). The PMU
supports 58 events to gather statistics on the operation of the processor and memory
system. Six counters in the PMU accumulate the events in real time. The PMU
counters are accessible either from the processor itself, using the Coprocessor 14
(CP14) interface, or from an external debugger. The events are also supplied to the
PTM and can be used for trigger or trace.

For more information about the PMU, refer to the Performance Monitoring Unit chapter
of the Cortex-A9 Technical Reference Manual, Revision r3p0, available on the ARM
website (infocenter.arm.com).

MPCore Timers

There is one interval timer and one watchdog timer for each processor.

Functional Description

Each timer is private, meaning that only its associated processor can access it. If the
watchdog timer is not needed, it can be configured as a second interval timer.

Each private interval and watchdog timer has the following features:
m A 32-bit counter that optionally generates an interrupt when it reaches zero
m  Configurable starting values for the counter

B An eight-bit prescaler value to qualify the clock period

Implementation Details

The timers are configurable to either single-shot or auto-reload mode. The timer
blocks are clocked by mpu_periph_clk, running at % the rate of mpu_clk.

For more information about private timers, refer to “About the private timer and
watchdog blocks” in the Global timer, Private timers, and Watchdog registers chapter of
the Cortex-A9 MPCore Technical Reference Manual, Revision 13p0, available on the ARM
website (infocenter.arm.com).
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Generic Interrupt Controller

Functional Description

The Generic Interrupt Controller (GIC) supports up to 180 interrupt sources,
including dedicated peripherals and IP implemented in the FPGA fabric. In a
dual-core system, the GIC is shared by both Cortex-A9 processors. Each processor
also has 16 banked software-generated interrupts and 16 banked private peripheral

interrupts.

Implementation Details

The configuration and control for the GIC is memory-mapped and accessed through
the SCU. The GIC are clocked by mpu_periph_clk, running at % the rate of mpu_clk.

<o For more information about the GIC, refer to the Interrupt Controller chapter of the

Cortex-A9 MPCore Technical Reference Manual, Revision r3p0, available on the ARM
website (infocenter.arm.com).

Table 6-3 shows the interrupt map.

Table 6-3. GIC Interrupt Map (Part 1 of 6)

GIC .

Combhined N

Interrupt | Source Block Interrupt Name Triggering
Number (7 Interrupts

32 CortexA9_0 cpu0_parityfail @ Edge
33 CortexA9_0 cpu0 _parityfail BTAC Edge
34 CortexA9_0 cpu0_parityfail GHB Edge
35 CortexA9_0 cpu0 parityfail | Tag Edge
36 CortexA9_0 cpu0 parityfail | Data Edge
37 CortexA9_0 cpul parityfail TLB Edge
38 CortexA9_0 cpu0 parityfail D Quter Edge
39 CortexA9_0 cpu0_parityfail D Tag Edge
40 CortexA9_0 cpu0_parityfail D Data Edge
4 CortexA9_0 cpu0_def | ags0 Level
42 CortexA9_0 cpu0_def | agsl Level
43 CortexA9_0 cpu0_def | ags2 Level
44 CortexA9_0 cpu0_defl ags3 Level
45 CortexA9_0 cpu0_def | ags4 Level
46 CortexA9_0 cpu0_def | ags5 Level
47 CortexA9_0 cpu0_def | ags6 Level
48 CortexA9_1 cpul_parityfail () Edge
49 CortexA9_1 cpul parityfail BTAC Edge
50 CortexA9_1 cpul parityfail CGHB Edge
51 CortexA9_1 cpul_parityfail | Tag Edge
52 CortexA9_1 cpul_parityfail | Data Edge
53 CortexA9_1 cpul parityfail TLB Edge
54 CortexA9_1 cpul parityfail D Quter Edge
55 CortexA9_1 cpul parityfail D Tag Edge
56 CortexA9_1 cpul parityfail D Data Edge
57 CortexA9_1 cpul deflags0 Level
58 CortexA9_1 cpul deflagsl Level
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Table 6-3. GIC Interrupt Map (Part 2 of 6)
Intg:::upt Source Block Interrupt Name ﬁ;l:rbr{rw Triggering
Number () pts

59 CortexA9_1 cpul deflags2 Level
60 CortexA9_1 cpul deflags3 Level
61 CortexA9_1 cpul_defl ags4 Level
62 CortexA9_1 cpul_defl ags5 Level
63 CortexA9_1 cpul defl ags6 Level
64 SCU scu_parityfail0 — Edge
65 SCU scu_parityfaill — Edge
66 SCU scu_ev_abort Edge
67 L2-Cache |2 ecc_byte w_IRQ — Edge
68 L2-Cache | 2_ecc_corrected | RQ — Edge
69 L2-Cache | 2_ecc_uncorrected | RQ — Edge
70 L2-Cache | 2_conbi ned_I RQ “) Level
71 DDR ddr_ecc_error_IRQ — Level
72 FPGA FPGA | RQ — Level or Edge
73 FPGA FPGA | RQL — Level or Edge
74 FPGA FPGA | RQ — Level or Edge
75 FPGA FPGA | R@B — Level or Edge
76 FPGA FPGA | R4 — Level or Edge
77 FPGA FPGA | RB — Level or Edge
78 FPGA FPGA | RQ6 — Level or Edge
79 FPGA FPGA | RQ7 — Level or Edge
80 FPGA FPGA | RQ8 — Level or Edge
81 FPGA FPGA | RQ® — Level or Edge
82 FPGA FPGA | RQL0 — Level or Edge
83 FPGA FPGA | RQL1 — Level or Edge
84 FPGA FPGA | RQ12 — Level or Edge
85 FPGA FPGA | RQL3 — Level or Edge
86 FPGA FPGA | RQ14 — Level or Edge
87 FPGA FPGA | RQL5 — Level or Edge
88 FPGA FPGA | RQL6 — Level or Edge
89 FPGA FPGA | RQL7 — Level or Edge
90 FPGA FPGA | RQL8 — Level or Edge
9 FPGA FPGA | RQ19 — Level or Edge
92 FPGA FPGA | RQ20 — Level or Edge
93 FPGA FPGA | RQ1 — Level or Edge
94 FPGA FPGA | RQ2 — Level or Edge
95 FPGA FPGA | RQ23 — Level or Edge
96 FPGA FPGA | RQ24 — Level or Edge
97 FPGA FPGA | RQ25 — Level or Edge
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Table 6-3. GIC Interrupt Map (Part 3 of 6)

GIC .
r:z:‘t‘alrjr:ntv Source Block Interrupt Name m‘:x::;: Triggering

98 FPGA FPGA | RQ26 — Level or Edge
99 FPGA FPGA | RQ27 — Level or Edge
100 FPGA FPGA | RQ28 — Level or Edge
101 FPGA FPGA | RQ9 — Level or Edge
102 FPGA FPGA | RQ30 — Level or Edge
103 FPGA FPGA | R@B1 — Level or Edge
104 FPGA FPGA | RQ32 — Level or Edge
105 FPGA FPGA | R@B3 — Level or Edge
106 FPGA FPGA | R34 — Level or Edge
107 FPGA FPGA | RB5 — Level or Edge
108 FPGA FPGA | RQB6 — Level or Edge
109 FPGA FPGA | RQ37 — Level or Edge
110 FPGA FPGA | RQ38 — Level or Edge
111 FPGA FPGA | RQ39 — Level or Edge
112 FPGA FPGA | RQ40 — Level or Edge
113 FPGA FPGA | RY1 — Level or Edge
114 FPGA FPGA | RQ42 — Level or Edge
115 FPGA FPGA | R43 — Level or Edge
116 FPGA FPGA | R¥4 — Level or Edge
117 FPGA FPGA | RQ45 — Level or Edge
118 FPGA FPGA | R46 — Level or Edge
119 FPGA FPGA | R47 — Level or Edge
120 FPGA FPGA | R48 — Level or Edge
121 FPGA FPGA | RQ49 — Level or Edge
122 FPGA FPGA | R0 — Level or Edge
123 FPGA FPGA | RB1 — Level or Edge
124 FPGA FPGA | RQb2 — Level or Edge
125 FPGA FPGA | RB3 — Level or Edge
126 FPGA FPGA | R(p4 — Level or Edge
127 FPGA FPGA | R®B5 — Level or Edge
128 FPGA FPGA | RQ66 — Level or Edge
129 FPGA FPGA | RQB7 — Level or Edge
130 FPGA FPGA | RB8 — Level or Edge
131 FPGA FPGA | RQB9 — Level or Edge
132 FPGA FPGA | R0 — Level or Edge
133 FPGA FPGA | RQp1 — Level or Edge
134 FPGA FPGA | RQ62 — Level or Edge
135 FPGA FPGA | RQ63 — Level or Edge
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Table 6-3. GIC Interrupt Map (Part 4 of 6)

GIC .
r:l:lﬁlrart;lrpfsl Source Block Interrupt Name ﬁ:;':m::;: Triggering
136 DMA dma_| RQD — Level
137 DMA dma_I RQL — Level
138 DMA dma_| RQ — Level
139 DMA dma_| RQB — Level
140 DMA dme_| RQ4 — Level
141 DMA dma_| R — Level
142 DMA dme_| RQGB — Level
143 DMA dma_| RQ7 — Level
144 DMA dme_i rq_abort — Level
145 DMA dma_ecc_corrected_| RQ Level
146 DMA dma_ecc_uncorrected | RQ Level
147 EMACO emac0_| RQ (3) Level
148 EMACO emacO_tx_ecc_corrected | RQ Level
149 EMACO emacO_tx_ecc_uncorrected | RQ Level
150 EMACO emac0_rx_ecc_corrected_| RQ Level
151 EMACO emac0_rx_ecc_uncorrected | RQ Level
152 EMAC1 emacl | RQ (3) Level
153 EMACH emacl tx_ecc_corrected | RQ Level
154 EMACA emacl _tx_ecc_uncorrected | RQ Level
155 EMAC1 emacl_rx_ecc_corrected_| RQ Level
156 EMAC1 emacl rx_ecc_uncorrected | RQ Level
157 USBO usb0_I RQ Level
158 USBO ush0_ecc_corrected | RQ Level
159 USBO ush0_ecc_uncorrected_|I RQ Level
160 USB1 ushl I RQ Level
161 USB1 ushl ecc_corrected | RQ Level
162 USBT1 ushl_ecc_uncorrected_| RQ Level
163 CANO can0_sts_|RQ Level
164 CANO can0_no_| RQ Level
165 CANO can0_ecc_corrected | RQ Level
166 CANO can0_ecc_uncorrected | RQ Level
167 CAN1 canl_sts_|IRQ Level
168 CAN1 canl_no | RQ Level
169 CAN1 canl_ecc_corrected_| RQ Level
170 CAN1 canl ecc_uncorrected | RQ Level
171 SDMMC sdmt_| RQ Level
172 SDMMC sdmt_porta_ecc_corrected_| RQ Level
173 SDMMC sdmt_porta_ecc_uncorrected_| RQ Level
November 2012  Altera Corporation Cyclone V Device Handbook

Volume 3: Hard Processor System Technical Reference Manual



6-16 Chapter 6: Cortex-A9 Microprocessor Unit Subsystem
Cortex-A9 MPU Subsystem Components

Table 6-3. GIC Interrupt Map (Part 5 of 6)

GIC .

':m‘t‘elrjr:r% Source Block Interrupt Name ﬁ:;':m::;: Triggering
174 SDMMC sdmt_porth_ecc_corrected_| RQ Level
175 SDMMC sdmt_porth_ecc_uncorrected_| RQ Level
176 NAND nand_| RQ Level
177 NAND nandr _ecc_corrected | RQ Level
178 NAND nandr _ecc_uncorrected_| RQ Level
179 NAND nandw ecc_corrected | RQ Level
180 NAND nandw_ecc_uncorrected_| RQ Level
181 NAND nande_ecc_corrected | RQ Level
182 NAND nande_ecc_uncorrected | RQ Level
183 QSPI gspi _I RQ Level
184 QSPI gspi _ecc_corrected | RQ Level
185 QSPI qspi _ecc_uncorrected_| RQ Level
186 SPI0 spi 0_I RQ (6) Level
187 SPI spi1_IRQ (6) Level
188 SPI2 spi 2_I RQ (6) Level
189 SPI3 spi 3_I RQ (6) Level
190 12C0 i2c0_IRQ () Level
191 12C1 i2cl_IRQ (7) Level
192 12C2 i2c2_IRQ () Level
193 12C3 i2c¢3_IRQ (7) Level
194 UARTO uart0_I RQ Level
195 UART1 uartl IRQ Level
196 GPIOO gpi 00_I RQ — Level
197 GPI01 gpi 01 I RQ — Level
198 GPIO2 gpi 02_I RQ — Level
199 Timer0Q timer_l4sp_0_IRQ (8) Level
200 Timer1 timer_|4sp_1 IRQ (8) Level
201 Timer2 timer_oscl 0 IRQ (8) Level
202 Timer3 timer_oscl 1 IRQ (8) Level
203 Watchdog0 wdog0_| RQ — Level
204 Watchdog1 wdogl | RQ — Level
205 Clock manager | ¢l kngr _I RQ Level
206 Clock manager | npuwakeup_| RQ Level
207 FPGA manager | f pga_nman_| RQ () Level
208 CoreSight nCTI I RQ 0] Level
209 CoreSight nCTI I RQ 1] Level
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Table 6-3. GIC Interrupt Map (Part 6 of 6)

GIC .
Combhined N
Interrupt | Source Block Interrupt Name Triggering
Number (7 Interrupts
210 On-chip RAM |ram ecc_corrected | RQ Level
211 On-chip RAM | ram ecc_uncorrected_| RQ Level

Notes to Table 6-3:

(1) To ensure that you are using the correct GIC interrupt number, your code should refer to the symbolic interrupt
name, as shown in the Interrupt Name column. Symbolic interrupt names are defined in a header file distributed
with the source installation for your operating system.

This interrupt combines the interrupts named cpu0_parityfail_*.
This interrupt combines the interrupts named cpu_parityfail_*.

This interrupt combines the following interrupts: DECERRI NTR, ECNTRI NTR, ERRRDI NTR, ERRRTI NTR, ERRVDI NTR,
ERRWII NTR, PARRDI NTR, PARRTI NTR, and SLVERRI NTR.

This interrupt combines shd_i ntr_o, I pi _intr_o,and pnt _intr_o.

This interrupt combines the following interrupts: ssi _txe_intr,ssi_txo_intr,ssi _rxf_intr,
ssi_rxo_intr,ssi_rxu_intr,andssi _mst_intr.

(7) This interrupt combines the following interrupts:i c_rx_under _intr,ic_rx_full _intr,ic_tx_over_intr,
ic_tx_enpty_intr,ic_rd_req_intr,ic_tx_abrt_intr,ic_rx_done_intr,ic_activity_intr,
ic_stop_det_intr,ic_start_det_intr,andic_gen_call _intr.

This interrupt combines TI M NT1 and TI M NT2.

This interrupt combines the following interrupts: f pga_man_irq[ 7..0] .

_— o~
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Global Timer

The MPU features a global 64-bit, auto-incrementing timer, which is primarily used by
the operating system.

Functional Description
The global timer is accessible by the processors using memory-mapped access
through the SCU. The global timer has the following features:

m 64-bit incrementing counter with an auto-incrementing feature. It continues
incrementing after sending interrupts.

B Memory-mapped in the private memory region.

B Accessed at reset in Secure State only. It can only be set once, but secure code can
read it at any time.

m  Accessible to both Cortex-A9 processors in the MPCore.

Implementation Details

Each Cortex-A9 processor has a private 64-bit comparator that generates a private
interrupt when the counter reaches the specified value. Each Cortex-A9 processor
uses the banked ID, ID27, for this interrupt. ID27 is sent to the GIC as a Private
Peripheral Interrupt (PPI).

The global timer are clocked by mpu_periph_clk, running at % the rate of mpu_clk.

For more information about the global timer, refer to “About the Global Timer” in the
Global timer, Private timers, and Watchdog registers chapter of the Cortex-A9 MPCore
Technical Reference Manual, Revision r3p0, available on the ARM website
(infocenter.arm.com).

November 2012  Altera Corporation Cyclone V Device Handbook

Volume 3: Hard Processor System Technical Reference Manual



http://infocenter.arm.com/

6-18

Chapter 6: Cortex-A9 Microprocessor Unit Subsystem
Cortex-A9 MPU Subsystem Components

Snoop Control Unit

The SCU manages data traffic for the Cortex-A9 processors and the memory system,
including the L2 cache. In a multi-master system, the processors and other masters
can operate on shared data. The SCU ensures that each processor operates on the most
up-to-date copy of data, maintaining cache coherency.

Functional Description

The SCU is used to connect the Cortex-A9 processors and the ACP to the L2 cache
controller. The SCU performs the following functions:

m  When the processors are set to SMP mode, the SCU maintains data cache
coherency between the processors.

L=~ The SCU does not maintain coherency of the instruction caches.

m Initiates L2 cache memory accesses
m Arbitrates between processors requesting L2 access
m Manages ACP access with cache coherency capabilities.

Figure 6-5 shows the SCU in a dual-processor system, illustrating the flow of data
among the L1 data caches and the SCU.

Figure 6-5. Coherent Memory, Snoop Control Unit, and Accelerator Coherency Port

ARM Cortex-A9 ARM Cortex-A9
32-Bit Dual-Issue 32-Bit Dual-Issue
Superscalar Superscalar
RISC Processor RISC Processor
L1 Data 32 KB L1 Data 32 KB
) Cache Instruction Cache Instruction
FPGA Fabric AA Cache AA Cache
BN v 5 » Y Snoop Control Unit (SCU) ¥
o
HPS Level 3 (L3) = Accelerator
Mastering Interconnect =] Coherency -
Peripherals > Port (ACP) Level 2 (L2) Unified Cache
S
<
—» Unidirectional <¢—» Bidirectional |:| Coherent
Coherency Coherency Memory
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“ e For more information about the SCU, refer to the Snoop Control Unit chapter of the
Cortex-A9 MPCore Technical Reference Manual, Revision r3p0, available on the ARM
website (infocenter.arm.com).
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Implementation Details

When the processor writes to any coherent memory location, the SCU ensures that the
relevant data is coherent (updated, tagged, or invalidated). Similarly, the SCU
monitors read operations from a coherent memory location. If the required data is
already stored within the other processor’s L1 cache, the data is returned directly to
the requesting processor. If the data is not in L1 cache, the SCU issues a read to the L2
cache. If the data is not in the L2 cache memory, the read is finally forwarded to main
memory. The primary goal is to minimize power consumption and maximize overall
memory performance.

The SCU maintains bidirectional coherency between the L1 data caches belonging to
the processors. When one processor writes to a location in its L1 cache, if the same
location is cached in the other L1 cache, the SCU updates it.

Non-coherent data passes through as a standard read or write operation.

The SCU also arbitrates between the Cortex-A9 processors if both attempt
simultaneous access to the L2 cache, and manages accesses from the ACP.

Accelerator Coherency Port

The ACP allows peripherals—including FPGA-based peripherals—to maintain data
coherency with the Cortex-A9 MPCore processors and the SCU. As shown in

Figure 6-5 on page 6-18, dedicated peripherals in the HPS, and those built in FPGA
logic, access the coherent memory through the ACP ID mapper and the ACP. For
information about the ACP ID mapper, refer to “ACP ID Mapper” on page 6—20.

The high-bandwidth peripherals, including the FPGA data ports, connect to the L3
interconnect.

Burst Sizes and Byte Strobes

The ACP improves system performance for hardware accelerators in the FPGA fabric.
However, in order to achieve high levels of performance, you must use the burst types
listed in Table 6-4. The other burst types have significantly lower performance.

Table 6-4. Recommended Burst Types

Burst Type Beats Width (Bits) Address Type Byte Strobes
Wrapping 4 64 64-bit aligned Asserted
Incrementing 4 64 32-bit aligned Asserted

If the slave port of the FPGA-to-HPS bridge is not 64 bits wide, you must supply
bursts to the FPGA-to-HPS bridge that are upsized or downsized to the burst types
above. For example, if the slave data width of the FPGA-to-HPS bridge is 32 bits, then
bursts of eight beats by 32 bits are required to access the ACP efficiently.

If the address and burst size of the transaction to the ACP matches either of the
conditions above, the logic in the MPU assumes the transaction has all its byte strobes
set. If the byte strobes are not all set, then the write does not actually overwrite all the
bytes in the word. Instead, the cache assumes the whole cache line is valid. If this line
is dirty (and therefore gets written out to SDRAM), data corruption might occur.
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Exclusive and Locked Accesses

The ACP does not support exclusive accesses to coherent memory. The ACP supports
exclusive accesses to non-coherent memory; however, it is important that the
exclusive access transaction is not affected by the upsizing and downsizing logic of
the FPGA-to-HPS bridge or the L3 interconnect. If the exclusive access is broken into
multiple transactions due to the sizing logic, the exclusive access bit is cleared by the
bridge or interconnect and the exclusive access fails.

L=~ Altera recommends that exclusive accesses bypass the ACP altogether, either through
the 32-bit slave port of the SDRAM controller connected directly to the L3
interconnect or through the FPGA-to-SDRAM interface.

“ e For more information about the exclusive access support of the SDRAM controller
subsystem, refer to the SDRAM Controller Subsystem chapter in volume 3 of the
Cyclone® V Device Handbook.

The ACP ID mapper does not support locked accesses. To ensure mutually exclusive
access to shared data, use the exclusive access support built into the SDRAM
controller.

ACP ID Mapper

The ACP ID mapper is situated between the level 3 (L3) interconnect and the MPU
subsystem ACP slave. It is responsible for mapping 12-bit Advanced Microcontroller
Bus Architecture (AMBA®) Advanced eXtensible Interface (AXI™) IDs (input IDs)
from the L3 interconnect to 3-bit AXI IDs (output IDs) supported by the ACP slave
port.

The ACP ID mapper also implements a 1 GB coherent window into 4 GB address
space.

Functional Description

The ACP slave supports up to six masters. However, custom peripherals
implemented in the FPGA fabric can have a larger number of masters that need to
access the ACP slave. The ACP ID mapper allows these masters to access the ACP.

The ACP ID mapper resides between the interconnect and the ACP slave of the MPU
subsystem. It has the following characteristics:

m Support for up to six concurrent ID mappings
m 1 GB coherent window into 4 GB MPCore address space

m Remaps the 5-bit user sideband signals used by the Snoop Control Unit (SCU) and
L2 cache.
“ e For more information about AXI user sideband signals, refer to the CoreLink Level 2
Cache Controller L2C-310 Technical Reference Manual, which you can download from the
ARM website (infocenter.arm.com).
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Implementation Details

The ACP is accessed by masters that require access to coherent memory. The ACP
slave port can be accessed by the master peripherals of the L3 interconnect, as well as
by masters implemented in the FPGA fabric (via the FPGA-to-HPS bridge). Figure 6-1
on page 6—2 shows the ACP ID mapper.

The ACP ID mapper supports the following ID mapping modes:
® Dynamic mapping
m Fixed mapping

Software can select the ID mapping on a per-ID basis. For input IDs that are
configured for fixed mapping, there is a one-to-one mapping from input IDs to output
IDs. When an input ID is configured for dynamic mapping, it is automatically
mapped to an available output ID. The dynamic mode is more flexible because the
hardware handles the mapping. The hardware mapping allows you to use one output
ID for more than one input ID. Output IDs are assigned to input IDs on a first-come,
first-served basis.

Out of the total of eight output IDs, only six are available to masters of the L3
interconnect. The first two output IDs (0 and 1) are dedicated to the Cortex-A9
processor cores in the MPU subsystem, leaving the last six output IDs (2-7) available
to the ACP ID mapper. Output IDs 2-6 support fixed and dynamic modes of operation
while output ID 7 supports dynamic only.

The operating modes are programmable through accesses to the control and status
registers in the ACP ID mapper, available via the level 4 peripheral bus connection. At
reset time, the ACP ID mapper defaults to dynamic ID mapping for all output IDs
except ID 2, which resets to a fixed mapping for the Debug Access Port (DAP) input
ID.

Table 6-1 summarizes the expected usage of the 3-bit output IDs, and their settings at
reset.

Table 6-5. ID Intended Usage

0u|t||]1ut Reset State Intended Use

7 Dynamic Dynamic mapping only

6

5 . . .

2 Dynamic Fixed or dynamic, programmed by software.

3

9 Fixed at Assigned to the input ID of the DAP at reset. After reset, can be either
0x001 (DAP) | fixed or dynamic, programmed by software.

1

5 — Not used by the ACP ID Mapper
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For masters that cannot drive the AXI user sideband signal of incoming transactions,
the ACP ID mapper can control overriding this signal. The ACP ID mapper can also
control which 1 GB coherent window into memory is accessed by masters of the L3
interconnect. Each fixed mapping can be assigned a different user sideband signal and
memory window to allow specific settings for different masters. All dynamic
mappings share a common user sideband signal and memory window setting.

Transaction Capabilities

At any one time, the ACP ID mapper can accept and issue up to 15 transactions per ID
mapping. Read and write ID mappings are managed in separate lists, allowing more
unique input IDs to be remapped at any given time. If a master issues a series of reads
and writes with the same input ID, there are no ordering restrictions.

Because there are only six output IDs available, there can be no more than six read and
six write transactions with unique IDs in progress at any one time. The write
acceptance of the ACP slave is five transactions, and the read acceptance is 13
transactions. Only four coherent read transactions per ID mapping can be outstanding
at one time.

Dynamic Mapping Mode

In dynamic mode, every unique input ID that is received from the L3 master port is
assigned to an unused output ID. The new output ID is applied to the transaction as it
is issued to the ACP slave of the SCU. Any transaction that arrives to the ACP ID
mapper with an input ID that matches an already-in-progress transaction is mapped
to the same output ID. Once all transactions on an ID mapping have completed, that
output ID is released and can be used again for other input IDs.

Fixed Mapping Mode

In fixed mode, output IDs 2 through 6 can be assigned by software to a specific 12-bit
input ID. This ability makes it possible to use the lock-by-master feature of the L2
cache controller, because the input transaction ID from the master is always assigned
to a specific output ID. Unlike dynamic mode, ID 7 is not available for fixed mapping
because it is reserved for dynamic mode only to avoid system deadlocks.

The ACP ID mapper has two banks of registers to control the behavior of the
mappings, namely, a request bank and a read-only status bank. Both banks contain
the same number of registers. To change the settings for a particular mapping (either a
specific fixed ID, or all dynamic mappings), software should write to the appropriate
register in the request bank. The hardware examines the request, and only applies the
change when safe to do so, which is when there are no outstanding transactions with
the output ID. When the change is applied, the status register is updated. Software
should check that the change has actually taken place by polling the corresponding
status register.
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Table 6-6 shows the input IDs issued from the interconnect for each HPS peripheral
master that can access the ACP ID mapper.

Table 6-6. HPS Peripheral Master Input IDs

Interconnect Master D™

DMA 00000xxxx011
EMACO 10000xxxx001
EMAC1 10000xxxx010
USBO 100000000011
USB1 100000000110
NAND Ixxxxxxxx100
ETR 100000000000
DAP 000000000001
SD/MMC 100000000101
FPGA-to-HPS bridge OXXXXXXxxx100
Notes to Table 6-6:

(1) Values are in binary. The letter x denotes variable ID bits each master passes with each transaction.

Control of the AXI User Sideband Signals

The ACP ID mapper module allows control of the AXI user sideband signal values.
Not all masters drive these signals, so the ACP ID mapper makes it possible to drive
the 5-bit user sideband signal with either a default value (in dynamic mode) or
specific values (in fixed mode).

There are registers available to configure the default values of the user sideband
signals for all transactions, and fixed values of these signals for particular transactions
in fixed mapping mode. In dynamic mode, the user sideband signals of incoming
transactions are mapped with the default values stored in the register. In fixed
mapping mode, the input ID of the transaction is mapped to the 3-bit output ID and
the user sideband signals of the transaction are mapped with the values stored in the
register that corresponds to the output ID. One important exception, however, is that
the ACP ID mapper always allows user sideband signals from the FPGA-to-HPS
bridge to pass through to the ACP regardless of the user sideband value associated
with the ID.
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Memory Region Remap

The ACP ID mapper has 1 GB of address space, which is by default a view into the
bottom 1 GB of SDRAM. The mapper also allows transactions to be routed to different
1 GB-sized memory regions, called pages, in both dynamic and fixed modes. The two
most significant bits of incoming 32-bit AXI address signals are replaced with the 2-bit
user-configured address page decode information. The page decoder uses the values
shown in Table 6-7.

Table 6-7. Page Decoder Values

Page Address Range
0 | 0x00000000—9x3FFFFFFF
1 | 0x40000000—0x7FFFFFFF
2 | 0x80000000—9xBFFFFFFF
3 | 0xC0000000—-9xFFFFFFFF

With this page decode information, a master can read or write to any 1 GB region of
the 4 GB memory space while maintaining cache coherency with the MPU subsystem.

Using this feature, a debugger can have a coherent view into main memory, without
having to stop the processor. For example, at reset the DAP input ID (0x001) is
mapped to output ID 2, so the debugger can vary the 1 GB window that the DAP
accesses without affecting any other traffic flow to the ACP.

L2 Cache

The MPU subsystem includes a secondary 512 KB L2 shared, unified cache memory.

Functional Description

The L2 cache is much larger than the L1 cache. The L2 cache has significantly lower
latency than external memory. The L2 cache is up to eight-way associative,
configurable down to one-way (direct mapped). Like the L1 cache, the L2 cache can be
locked by cache line, locked by way, or locked by bus master.

The L2 cache implements error correction codes (ECCs) and ECC error reporting. The
cache can report a number of events to the processor and operating system.

The L2 cache consists of the ARM L2C-310 L2 cache controller configured as follows:
m 512 KB total memory

m Eight-way associativity

m Physically addressed, physically tagged

m Line length of 32 bytes
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m Critical first word linefills

m Support for all AXI cache modes, as shown in Table 6-8.

Tahle 6-8. AXI Cache Mode Support

Cache Mode

Write-through (V)
Write-back (7

Read allocate

Write allocate

Read and write allocate

Note to Table 6-8:

(1) Restrictions exist when using ECCs. For more information about SEU protection, refer to the System Manager
chapter in volume 3of the Cyclone V Device Handbook.

m Single event upset (SEU) protection

m Parity on Tag RAM

m ECCon L2 Data RAM

“ e For more information about SEU protection, refer to the System Manager

chapter in volume 3 of the Cyclone V Device Handbook.

m Two slave ports mastered by the SCU
m Two master ports connected to the following slave ports:

m  SDRAM controller, 64 bit slave port width

m L3 interconnect, 64 bit slave port width
m Cache lockdown capabilities as follows:

m Line lockdown

m  Lockdown by way

m  Lockdown by master (both processors and ACP masters)
m TrustZone support

m  Cache event monitoring. For more information, refer to “L2 Cache Event
Monitoring” on page 6-27.

Figure 6-1 on page 6-2 shows the L2 cache. The L2 cache can access either the L3
interconnect fabric or the SDRAM. The L2 cache address filtering determines how
much address space is allocated to the HPS-to-FPGA bridge and how much is
allocated to SDRAM, as described in “Memory Management Unit” on page 6-9.

ECC Support
The L2 cache has the option of using ECCs to protect against SEU errors in the cache
RAM.
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Enabling ECCs does not affect the performance of the L2 cache. The ECC bits are
calculated only for writes to the data RAM that are 64 bits wide (8 bytes, or
one-quarter of the cache line length). The ECC logic does not perform a
read-modify-write when calculating the ECC bits. The ECC protection bits are not

valid in the following cases:

m Data is written that is not 64-bit aligned in memory

m Data is written that is less than 64 bits in width

In these cases the Byte Write Error interrupt is asserted. Cache data is still written
when such an error occurs. However, the ECC error detection and correction
continues to function. Therefore, the cache data is likely to be incorrect on subsequent

reads.

To use ECCs, the software and system must meet the following requirements:

m L1 and L2 cache must be configured as write-back allocate for any cacheable

memory region

m FPGA soft IP using the ACP must only perform the following types of data writes:

m  64-bit aligned in memory

m 64 bit wide accesses

Implementation Details

<o For more information about SEU errors, refer to the Systern Manager chapter in
volume 3 of the Cyclone V Device Handbook.

Table 6-9 shows the parameter settings for the cache controller.

Table 6-9. Cache Controller Configuration

Feature Meaning
Cache way size 64 KB
Number of cache ways 8 ways
RAM latencies 2 cycles of latency
Parity logic Parity logic enabled

Lockdown by master

Lockdown by master enabled

Lockdown by line

Lockdown by line enabled

AXI ID width on slave ports

6 AXI ID bits on slave ports

Address filtering

Address filtering logic enabled

Speculative read

Logic for supporting speculative read enabled

Presence of ARUSERMx and AWUSERMx
sideband signals

Sideband signals enabled

o For further information about cache controller configurable options, refer to the

CoreLink Level 2 Cache Controller L2C-310 Technical Reference Manual, Revision r3p2,
available on the ARM website (infocenter.arm.com).
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L2 Cache Lockdown Capabilities
The L2 cache has three methods to lock data in the cache RAMs:

m Lockdown by line—Used to lock lines in the cache. This is commonly used for
loading critical sections of software into the cache temporarily.

m Lockdown by way—Allows any or all of the eight cache ways to be locked. This is
commonly used for loading critical data or code into the cache.

m Lockdown by master—Allows cache ways to be dedicated to a single master port.
This allows a large cache to look like smaller caches to multiple master ports. The
L2 cache can be mastered by CPUO, CPU1, or the six ACP masters, for a total of
eight possible master ports.

“ e For more information about L2 cache lockdown capabilities, refer to “Cache
operation” in the Functional Overview chapter of the CoreLink Level 2 Cache Controller
L2C-310 Technical Reference Manual, Revision r3p2, available on the ARM website
(infocenter.arm.com).

L2 Cache Event Monitoring

The L2 cache supports the built-in cache event monitoring signals shown in
Table 6-10. The L2 cache can count two of the events at any one time.

Table 6-10. L2 Cache Events

Event Description

co Eviction (cast out) of a line from the L2 cache.

DRHIT Data read hit in the L2 cache.

DRREQ Data read lookup to the L2 cache. Subsequently results in a hit or miss.

DWHIT Data write hit in the L2 cache.

DWREQ Data write lookup to the L2 cache. Subsequently results in a hit or miss.

DWTREQ Data write lookup to the L2 cache with write-through attribute. Subsequently results in a hit or miss.

EPFALLOC Prefetch hint allocated into the L2 cache.

EPFHIT Prefetch hint hits in the L2 cache.

EPFRCVDSO Prefetch hint received by slave port SO.

EPFRCVDS1 Prefetch hint received by slave port S1.

IPFALLOG Allocation of a prefetch generated by L2 cache controller into the L2 cache.

IRHIT Instruction read hit in the L2 cache.

IRREQ Instruction read lookup to the L2 cache. Subsequently results in a hit or miss.

SPNIDEN Secure privileged non-invasive debug enable.

SRCONFSO Speculative read confirmed in slave port SO.

SRCONFS1 Speculative read confirmed in slave port S1.

SRRCVDS0 Speculative read received by slave port SO.

SRRCVDS1 Speculative read received by slave port S1.

WA Allocation into the L2 cache caused by a write, with write-allocate attribute, miss.
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“ e For more information about the built-in L2 event monitoring capability, refer to
“Implementation details” in the Functional Overview chapter of the CoreLink Level 2
Cache Controller L2C-310 Technical Reference Manual, Revision 13p2, available on the
ARM website (infocenter.arm.com).

In addition, the L2 cache events can be captured and timestamped using dedicated
debugging circuitry.

“ e For more information about L2 event capture, refer to the Debug chapter of the
Cortex-A9 MPCore Technical Reference Manual, Revision r3p0, available on the ARM
website (infocenter.arm.com).

Debugging Modules

The MPU subsystem includes debugging resources through ARM CoreSight on-chip
debugging and trace. The following functionality is included:

m Individual program trace for each processor
m Event trace for the Cortex-A9 MPCore

m Cross triggering between processors and other HPS debugging features

Program Trace

Each processor has an independent PTM that provides real-time instruction flow
trace. The PTM is compatible with a number of third-party debugging tools.

The PTM provides trace data in a highly compressed format. The trace data includes
tags for specific points in the program execution flow, called waypoints. Waypoints
are specific events or changes in the program flow.

The PTM recognizes and tags the waypoints listed in Table 6-11.

Table 6-11. Waypoints Supported hy the PTM

Type Additional Waypoint Information
Indirect branches Target address and condition code
Direct branches Condition code

Instruction barrier instructions —

Exceptions Location where the exception occurred

Changes in processor instruction set state —
Changes in processor security state —
Context ID changes —

Entry to and return from debug state when
Halting debug mode is enabled
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The PTM optionally provides additional information for waypoints, including the
following.

m Processor cycle count between waypoints

m Global timestamp values

“ e For information about global timestamps, refer to the CoreSight Debug and

Trace chapter in volume 3 of the Cyclone V Device Handbook.
m Target addresses for direct branches

For more information about the PTM, refer to the CoreSight PTM-A9 Technical Reference
Manual, Revision r1p0, available on the ARM website (infocenter.arm.com).

Event Trace

Events from each processor can be used as inputs to the PTM. The PTM can use these
events as trace and trigger conditions.

For more information about the event trace, refer to “Performance Monitoring Unit”
on page 6-11.

For more information about the trigger and trace capabilities, refer to the CoreSight
PTM-A9 Technical Reference Manual, Revision r1p0, available on the ARM website
(infocenter.arm.com).

Cross-Triggering

The PTM can export trigger events and perform actions on trigger inputs. The
cross-trigger signals interface with other HPS debugging components including the
FPGA fabric. Also, a breakpoint in one processor can trigger a break in the other.

For detailed information about cross-triggering, refer to the CoreSight Debug and Trace
chapter in volume 3 of the Cyclone V Device Handbook.

For more information about debugging hardware in the MPU, refer to the CoreSight
Debug and Trace chapter in volume 3 of the Cyclone V Device Handbook.

Cortex-A9 MPU Subsystem Register Implementation

The following configurations are available through registers in the Cortex-A9
subsystem:

m  All processor-related controls, including the MMU and L1 caches, are controlled
using the Coprocessor 15 (CP15) registers of each individual processor.

m  All SCU registers, including control for the timers and GIC, are memory map
accessible

m  All L2 cache registers are memory-mapped.
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=@ Toranaddress map of peripheral slave ports, including the SCU and L2 cache, refer to

the Introduction to the Hard Processor System chapter in volume 3 of the Cyclone V
Device Handbook. For detailed definitions of the registers for the Altera Cortex-A9
MPU subsystem, refer to the Cortex-A9 MPCore Technical Reference Manual, Revision
r3p0, and the CoreLink Level 2 Cache Controller L2C-310 Technical Reference Manual,
Revision r3p2, available on the ARM website (infocenter.arm.com).

Document Revision History

Table 6-12 shows the revision history for this document.

Table 6-12. Document Revision History

Date Version Changes
November 2012 1.2 Minor updates.
m Add description of the ACP ID mapper
May 2012 1.1 ) , ,
m Consolidate redundant information
January 2012 1.0 Initial release.
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This section includes the following chapters:
m Chapter 7, CoreSight Debug and Trace
a®

«o For information about the revision history for chapters in this section, refer to
“Document Revision History” in each individual chapter.
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The hard processor system (HPS) debug infrastructure provides visibility and control
of the HPS modules, the ARM® Cortex™-A9 microprocessor unit (MPU) subsystem,
and user logic implemented in the FPGA fabric. The debug system design
incorporates ARM® CoreSight™ components.

The HPS contains the following ARM CoreSight debug components:
m “Debug Access Port (DAP)” on page 7—4

m “System Trace Macrocell (STM)” on page 7—4

m “Trace Funnel” on page 7-5

m “Embedded Trace FIFO (ETF)” on page 7-5

m “AMBA Trace Bus Replicator (Replicator)” on page 7-5

m “Embedded Trace Router (ETR)” on page 7-5

m “Trace Port Interface Unit (TPIU)” on page 7-6

m “Embedded Cross Trigger (ECT) System” on page 7-6

m “Program Trace Macrocell (PTM)” on page 7-10

Features of CoreSight Debug and Trace

The CoreSight debug and trace system offers the following features:

m Real-time program flow instruction trace through a separate PTM for each
processor

m Host debugger JTAG interface

m  Connections for cross-trigger and STM-to-FPGA interfaces, which enable soft IP
generation of triggers and system trace messages

m Instruction trace interface through TPIU for trace analysis tools

m Custom message injection through STM into trace stream for delivery to host
debugger

m STM and PTM trace sources multiplexed into a single stream through the Trace
Funnel
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Capability to route trace data to any slave accessible to the ETR AXI master

connected to the level 3 (L3) interconnect

Capability for the following SoC modules to trigger each other through the

embedded cross-trigger system:

FPGA fabric
A9-0 processor
A9-1 processor
PTM-0

PTM-1

STM

ETF

ETR

TPIU

csCTI

CTI-0

CTI-1
FPGA-CTI
csCTM

CT™M

The following ARM CoreSight specifications and documentation provide a more
thorough description of the ARM CoreSight components in the HPS debug system:

CoreSight Technology, System Design Guide, ARM DGI 0012D

Cyclone V Device Handbook

Volume 3: Hard Processor System Technical Reference Manual

CoreSight Architecture Specification, ARM IHI 0029B

ARM Debug Interface v5, Architecture Specification, ARM IHI 0031A

Embedded Cross Trigger Technical Reference Manual, ARM DDI 0291A
CoreSight Components Technical Reference Manual, ARM DDI 0314H

CoreSight Program Flow Trace, Architecture Specification, ARM IHI 0035A
CoreSight PTM-A9 Technical Reference Manual, ARM DDI 0401B

CoreSight System Trace Macrocell Technical Reference Manual, ARM DDI 0444A

System Trace Macrocell, Programmers’ Model Architecture Specification, ARM IHI 0054
CoreSight Trace Memory Controller Technical Reference Manual, ARM DDI 04618

e You can download the documents from the ARM website (infocenter.arm.com).
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CoreSight Debug and Trace Block Diagram and System Integration

Figure 7-1 shows an overview block diagram of the HPS CoreSight debug and trace
system.

Figure 7-1. Debug System Block Diagram
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Functional Description of CoreSight Debug and Trace

CoreSight systems provide all the infrastructure you require to debug, monitor, and
optimize the performance of a complete HPS design. CoreSight technology addresses
the requirement for a multicore debug and trace solution with high bandwidth for
whole systems beyond the processor core.

CoreSight technology provides the following features:

m Cross-trigger support between SoC subsystems

m High data compression

m Multisource trace in a single stream

m Standard programming models for standard tool support

For more information about the CoreSight technology, refer to the CoreSight

Components Technical Reference Manual and the CoreSight Technology System Design
Guide, which you can download from the ARM website (infocenter.arm.com).

The following sections provide brief descriptions of ARM CoreSight components
provided in the HPS debug system.

Debug Access Port (DAP)

The DAP provides the necessary ports for a host debugger to connect to and
communicate with the HPS through a JTAG interface connected to dedicated HPS
pins that is independent of the JTAG for the FPGA. The JTAG interface provided with
the DAP allows a host debugger to access various modules inside the HPS.
Additionally, a debug monitor executing on either processor can access different HPS
components by interfacing with the system Advanced Microcontroller Bus
Architecture (AMBA®) Advanced Peripheral Bus (APB™) slave port of the DAP. The
system APB slave port occupies 2 MB of address space in the HPS. Both the JTAG port
and system APB port have access to the debug APB master port of the DAP. As shown
in Figure 7-1, all CoreSight components are connected to the debug APB.

A host debugger can access any HPS memory-mapped resource in the system via the
DAP system master port. Requests made over the DAP system master port are
impacted by reads and writes to peripheral registers.

For more information, refer to the CoreSight Components Technical Reference Manual,
which you can download from the ARM website (infocenter.arm.com).

System Trace Macrocell (STM)

Cyclone V Device Handbook

The STM allows messages to be injected into the trace stream for delivery to the host
debugger receiving the trace data. These messages can be sent via stimulus ports or
the hardware event interface. The STM allows the messages to be time stamped.
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The STM provides an AMBA Advanced eXtensible Interface (AXI™) slave interface
used to create trace events. The interface can be accessed by the MPU subsystem,
direct memory access (DMA) controller, and masters implemented as soft logic in the
FPGA fabric via the FPGA-to-HPS bridge. The AXI slave interface supports three
address segments, where each address segment is 16 MB and each segment supports
up to 65536 channels. Each channel occupies 256 bytes of address space.

The STM also provides 32 hardware event pins. The higher-order 28 pins (31:4) are
connected to the FPGA fabric, allowing logic inside FPGA to insert messages into the
trace stream. When the STM detects a rising edge on an event pin, a message
identifying the event is inserted into the stream. The lower four event pins (3:0) are
connected to csCTL
“ =@ For more information, refer to the CoreSight System Trace Macrocell Technical Reference
Manual, which you can download from the ARM website (infocenter.arm.com).

Trace Funnel

The Trace Funnel multiplexes three trace sources into a single trace stream. Port 0 of
the Trace Funnel is connected to the PTM for CPU 0. Port 1 of the Trace Funnel is
connected to the PTM for CPU 1. Port 3 of the Trace Funnel is connected to the STM.
Port 2 and Port 4 through Port 7 are not used.
“ = For more information, refer to the CoreSight Components Technical Reference Manual,
which you can download from the ARM website (infocenter.arm.com).

Embedded Trace FIFO (ETF)

The output of the Trace Funnel is sent to the ETFE. The ETF is used as an elastic buffer
between trace generators (STM, PTM) and trace destinations. The ETF stores up to
32 KB of trace data in the on-chip trace RAM.

AMBA Trace Bus Replicator (Replicator)

The Replicator broadcasts trace data from the ETF to the embedded trace router (ETR)
and trace port interface unit (TPIU).
“ e For more information, refer to the CoreSight Components Technical Reference Manual,
which you can download from the ARM website (infocenter.arm.com).

Embedded Trace Router (ETR)

The ETR can route trace data to the HPS on-chip RAM, the HPS SDRAM, and any
memory in the FPGA fabric connected to the HPS-to-FPGA bridge. The ETR receives
trace data from the Replicator. By default, the buffer to receive the trace data resides in
SDRAM at offset 0x00100000 and is 32 KB. You can override this default configuration
by programming registers in the ETR.
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Trace Port Interface Unit (TPIU)

The TPIU is a bridge between on-chip trace sources and an off-chip trace port. The
TPIU receives trace data from the Replicator and drives the trace data to a trace port
analyzer.

The trace output from the TPIU is software programmable and can be set to either 8 or
32 bits wide. The trace output is routed to an 8-bit HPS I/O interface and a 32-bit
interface to the FPGA fabric. The trace data sent to the FPGA fabric can be transported
off-chip using available serializer/deserializer (SERDES) resources in the FPGA.

“ e For more information, refer to the CoreSight Components Technical Reference Manual,

which you can download from the ARM website (infocenter.arm.com).

Embedded Cross Trigger (ECT) System

The ECT system provides a mechanism for HPS modules to trigger each other. The
ECT consists of the following modules:

m Cross Trigger Interface (CTI)
m Cross Trigger Matrix (CTM)
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Figure 7-2 shows how CTIs and CTMs are used in a generic ECT setup. The red line
depicts an trigger input to one CTI generating a trigger output in another CTL
Though the signal travels throughout channel 2, it only enters and exits through
trigger inputs and outputs you configure.

Figure 7-2. Generic ECT System
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Cross Trigger Interface (CTI)

CTIs allow trigger sources and sinks to interface with the ECT. Each CTI supports up
to eight trigger inputs and eight trigger outputs, and is connected to a CTM.
Figure 7-2 shows the relationship of trigger inputs, trigger outputs, and CTM

channels of a CTI.
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Figure 7-3 shows trigger input and trigger output connections in detail.

Figure 7-3. CTI Connections
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The HPS debug system contains the following four CTlIs:
m csCTI—performs cross triggering between the STM, ETF, ETR, and TPIU.
m FPGA-CTl—exposes the cross-triggering system to the FPGA fabric.

m CTI-0 and CTI-1—reside in the MPU debug subsystem. Each CTI is associated
with a processor and the processor’s associated PTM.

Cross Trigger Matrix (CTM)

A CTM is a transport mechanism for triggers traveling from one CTI to one or more
CTIs or CTMs. The HPS contains two CTMs. One CTM connects csCTI and FPGA-
CTT; the other connects CTI-0 and CTI-1. The two CTMs are connected together,
allowing triggers to be transmitted between the MPU debug subsystem, the debug
system, and the FPGA fabric.

Each CTM has four ports and each port has four channels. Each CTM port can be
connected to a CTI or another CTM.

Figure 7—4 shows the structure of a CTM channel. Paths inside the CTM are purely
combinatorial.
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Each CTI trigger input can be connected through a CTM to one or more trigger
Figure 7-4. CTM Channel Structure
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outputs under control by a debugger. Figure 7-5 shows a pictorial representation of
CTI trigger connections. The red lines depict the impact one trigger input can have on
the entire system.
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Figure 7-5. CTI Trigger Connections
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which you can download from the ARM website (infocenter.arm.com).

Program Trace Macrocell (PTM)

The PTM performs real-time program flow instruction tracing and provides a variety
of filters and triggers that can be used to trace specific portions of code.

<o For more information, refer to the CoreSight Components Technical Reference Manual,

The HPS contains two PTMs. Each PTM is paired with a processor and CTI. Trace data
generated from the PTM can be transmitted off-chip using HPS pins, or to the FPGA
fabric, where it can be pre-processed and transmitted off-chip using high-speed FPGA

pins.

Cyclone V Device Handbook
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«® For more information, refer to the CoreSight PTM-A9 Technical Reference Manual, which
you can download from the ARM website (infocenter.arm.com).
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HPS Debug APB Interface

The HPS can extend the CoreSight debug control bus into the FPGA fabric. The debug
interface is an APB-compatible interface with built-in clock crossing.
“ e For more information, refer to the HPS Component Interfaces chapter in volume 3 of the
Cyclone V Device Handbook.

CoreSight Debug and Trace Programming Model

This section describes programming model details specific to Altera’s implementation
of the ARM CoreSight technology.
“ e TFor programming interface details of each CoreSight component, refer to the CoreSight
Components Technical Reference Manual, which you can download from the ARM
website (infocenter.arm.com).

The debug components can be configured to cause triggers when certain events occur.
For example, soft logic in the FPGA fabric can signal an event which triggers an STM
message injection into the trace stream. CoreSight components are configured
through memory-mapped registers, located at offsets relative to the CoreSight
component base address. CoreSight component base addresses are accessible through
a ROM table.

ROM Table

Table 7-1 contains entries found in the ROM table portion of the DAP.

Table 7-1. DAP ROM Table

ROM Entry Offset[30:12] Description
0x0 0x00001 ETF
0x1 0x00002 CTl
0x2 0x00003 TPIU
0x3 0x00004 Trace Funnel
0x4 0x00005 ST™M
0x5 0x00006 ETR
0x6 0x00007 FPGA-CTI
0x7 0x00100 A9ROM
0x8 0x00080 FPGAROM
0x9 0x00000 End of ROM

A host debugger can access this table at 0x8000_0000 through the DAP. HPS masters
can access this ROM at 0xFF00_0000. Registers for a particular CoreSight component
are accessed by adding the register offset to the CoreSight component base address,
and adding that total to the base address of the ROM table.
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STM Cha

The base address of the ROM table is different when accessed from the debugger (at
0x8000_0000) than when accessed from any HPS master (at 0XFFO0_0000). For
example, the CTI output enable register, CTI OUTEN| 2] at offset 0xA8, can be accessed
by the host debugger at 0x8000_20A8. To derive that value, add the host debugger
access address to the ROM table of 0x8000_0000, to the CTI component base address
of 0x0000_2000, to the CTI QUTEN] 2] register offset of 0xAS.

nnels

The STM AXI slave is connected to the MPU, DMA, and FPGA-to-HPS bridge
masters. Each master has up to 65536 channels where each channel occupies 256 bytes
of address space, for a total of 16 MB per master. The HPS address map allocates

48 MB of consecutive address space to the STM AXI slave port, divided in three 16 MB
segments.

Table 7-2 lists the address allocation for the STM address segments.

Table 7-2. STM AXI Slave Port Address Allocation
Segment Start Address End Address

0 0XFC00_0000 | OXFCFF_FFFF
1 0xFD00_0000 | OXFDFF_FFFF
2 OXFE00_0000 | OXFEFF_FFFF

Each of the three masters can access any one of the three address segments. Your
software design determines which master uses which segment, based on the value of
bits 24 and 25 in the write address, ANADDRS][ 25: 24] . Software must restrict each
master to use only one of the three segments.

Table 7-3 lists the fields of the STM address.

Table 7-3. STM AXI Address Fields

AXI Signal Fields

Description

These bits index the 256 bytes of the stimulus port. For more information, refer to the System

AWADDRS][ 7: 0] Trace Macrocell, Programmers' Model Architecture Specification, which you can download from
the ARM website (infocenter.arm.com).

AWADDRS][ 23: 8] These bits identify the 65536 stimulus ports associated with a master.

AWADDRS[ 25: 24] These bits identify the three masters. Only 0, 1, and 2 are valid values.

AWADDRS[ 31: 26] Always 0x3F. Bits 24 to 31 combine to access 0xFC00_0000 through OxFEFF_FFFF.

Each STM message contains a master ID that tells the host debugger which master is
associated with the message. The STM master ID is determined by combining a
portion of the AWADDRS signal and the AWPROT protection bit. Table 7—4 shows how the
STM master ID is calculated.

Table 7-4. STM Master ID Calculation

Master ID Bits

AXI Signal Bits Notes

Master ID[5:0]

The lowest two bits are sufficient to determine which

AWADDRS[ 29: 24] master, but CoreSight uses a seven-bit master ID.

Master ID[6]

AWPROTT 1] 0 indicates secure; 1 indicates nonsecure.
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In addition to access through STM channels, the higher-order 28 (31:4) of the 32 event
signals are attached to the FPGA through the FPGA-CTIL These event signals allow

the FPGA fabric to send additional messages using the STM.

CTI Trigger Connections to Outside the Debug System

The following CTlIs in the HPS debug system connect to outside the debug system:

m csCTI

m FPGA-CTI

csCTI

This section lists the trigger input, output, and output acknowledge pin connections
implemented for csCTI in the debug system. The trigger input acknowledge signals

are not connected to pins.

Table 7-5 lists the trigger input pin connections implemented for csCTL

Table 7-5. Trigger Input Signals

Number Signal Source
7 ASYNCOUT ST™
6 TRI GOUTHETE ST™M
5 TRI GOUTSW ST™M
4 TRI GOUTSPTE STM
3 ACQCOVP ETR
2 FULL ETR
1 ACQUOMP ETF
0 FULL ETF

Table 7-6 lists the trigger output pin connections implemented for csCTL

Tahle 7-6. Trigger Output Signals

Number Signal Destination

7 TRIGN ETF

6 FLUSHI N ETF

5 HWEVENTS[3:2] | STM
4 HWEVENTS[ 1: 0] | STM
3 TRIGN TPIU
2 FLUSH' N TPIU
1 TRIGN ETR
0 FLUSH N ETR
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Table 7-7 lists the trigger output acknowledge pin connections implemented for

csCTIL.
Table 7-7. Trigger Output Acknowledge Signals
Number Signal Source
7 0 —
6 0 —
5 0 —
4 0 —
3 TRI G NACK TPIU
2 FLUSHI NACK TPIU
1 0 —
0 0 —
FPGA-CTI

FPGA-CTI connects the debug system to the FPGA fabric. FPGA-CTI has all of its
triggers available to the FPGA fabric.

Configuring Embedded Cross-Trigger Connections

CTl interfaces are programmable through a memory-mapped register interface.
“ e The specific registers are described in the CoreSight Components Technical Reference
Manual, which you can download from the ARM website (infocenter.arm.com).

To access registers in any CoreSight component through the debugger, the register
offsets must be added to the CoreSight component’s base address. That combined
value must then be added to the address at which the ROM table is visible to the
debugger (0x80000000).

Each CTI has two interfaces, the trigger interface and the channel interface. The
trigger interface is the interface between the CTI and other components. It has eight
trigger signals, which are hardwired to other components. The channel interface is the
interface between a CTI and its CTM, with four bidirectional channels. The mapping
of trigger interface to channel interface (and vice versa) in a CTI is dynamically
configured. You can enable or disable each CTI trigger output and CTI trigger input
connection individually.

For example, you can configure trigger input 0 in the FPGA-CTI to route to channel 3,
and configure trigger output 3 in the FPGA-CTI and trigger output 7 in CTI-0 in the
MPU debug subsystem to route from channel 3. This configuration causes a trigger at
trigger input 0 in FPGA-CTI to propagate to trigger output 3 in the FPGA-CTI and
trigger output 7 in CTI-0. Propagation can be single-to-single, single-to-multiple,
multiple-to-single, and multiple-to-multiple.

A particular soft logic signal in the FPGA connected to a trigger input in the
FPGA-CTI can be configured to trigger a flush of trace data to the TPIU. For example,
you can configure channel 0 to trigger output 2 in csCTIL Then configure trigger input
T3 to channel 0 in FPGA-CTI. Trace data is flushed to the TPIU when a trigger is
received at trigger output 2 in csCTL

Cyclone V Device Handbook November 2012  Altera Corporation
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Another soft logic signal in the FPGA connected to trigger input T2 in FPGA-CTI can
be configured to trigger an STM message. csCTI output triggers 4 and 5 are wired to

the STM CoreSight component in the HPS. For example, configure channel 1 to trigger
output 4 in csCTI. Then configure trigger input T2 to channel 1 in FPGA-CTI. Refer to

Figure 7-1.

Another soft logic signal in the FPGA fabric connected to trigger input T1 in
FPGA-CTI can be configured to trigger a breakpoint on CPU 1. Trigger output 1 in
CTI-1 is wired to the debug request (EDBGRQ) signal of CPU-1. For example,
configure channel 2 to trigger output 1 in CTI-1. Then configure trigger input T1 to
channel 2 in FPGA-CTI.

Debug Clocks

The CoreSight system uses several different clocks. Table 7-8 provides a list of these
clocks. Port Name is the name of the clock signal inputs described for individual
CoreSight debug components in the ARM documentation. Signal Name is the name of
the clock signal used with other HPS components.

Table 7-8. CoreSight Clocks

Port Name Clock Source Signal Name Description
ATCLK Clock manager | dbg_at_clk Trace bus clock.
CTI CLK (for Cross trigger interface clock for ¢sCTI. It can be synchronous
¢csCTI) Clock manager | dbg_at_cl k or asynchronous to CTMCLK.
CTI CLK (for . . . . i
FPGA-CTI) FPGA fabric fpga_cti_clk Cross trigger interface clock for FPGA-CTI.
CTI CLK (for CTI-0 Clock manager U clk Cross trigger interface clock for CTI-0 and CTI-1. It can be
and CTI-1) g pu_ synchronous or asynchronous to CTMCLK.
CTMCLK (for Cross trigger matrix clock for csGTM. It can be synchronous
¢sCTM) Clock manager | dbg_cl k or asynchronous to CTI CLK.
Cross trigger matrix clock for CTM. It can be synchronous or
CTMCLK (for CTM) | Clock manager | npu_cl k asynchronous to CTI CLK.
DAPCLK Clock manager | dbg_cl k DAP internal clock. It must be equivalent to PCLKDBG.
PCLKDBG Clock manager | dbg_clk Debug APB (DAPB) clock.
Used by the AHB-Lite master inside the DAP. It is
HCLK Clock manager | dbg_cl k asynchronous to DAPCLK. In the HPS, the AHB-Lite port uses
same clock as DAPCLK.
Used by the APB slave port inside the DAP. It is asynchronous
PCLKSYS Clock manager |14 _mp_clk to DAPCLK.
JTAG interface | dap_t ck The SWJ-DP clock driven by the external debugger through
SWCLKTCK either the JTAG interface or the FPGA fabric. It is
FPGA fabric tpi u_tracecl ki n | asynchronous to DAPCLK. When through the JTAG interface,
- this clock is the same as TCK of the JTAG interface.
TPIU trace clock input. It is asynchronous to ATCLK. In the
TRACECLKI N Clock manager |dbg_trace clk HPS, this clock can come from the clock manager or the

FPGA fabric.

e For more information about the CoreSight port names, refer to table 6-2 in the

CoreSight Technology System Design Guide, which you can download from the ARM
website (infocenter.arm.com).
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Debug Resets

The CoreSight system uses several resets. Table 7-9 provides a list of these resets. Port
Name is the name of the clock signal inputs described for individual CoreSight debug
components in the ARM documentation. Signal Name is the name of the clock signal

used with other HPS components.

Table 7-9. CoreSight Resets

Port Name Clock Source Signal Name Description
ATRESETN Reset manager dbg_rst_n Trace bus reset. It resets all registers in ATCLK domain.
CTI reset signal. It resets all registers in CTI CLK domain. In the
nCTI RESET Reset manager dbg_rst_n HPS, there are four instances of CTI. All four use the same
reset signal.
DAPRESETN Reset manager dbg_rst_n DAP internal reset. It is connected to PRESETDBGn.
PRESETDBGh | Reset manager dbg_rst_n Debug APB reset. Resets all registers clocked by PCLKDBG.
SoC-provided reset signal that resets all of the AMBA on-chip
HRESETn Reset manager sys_dbg_rst_n | interconnect. Use this signal to reset the DAP AHB-Lite master
port.
PRESETSYSn | Reset manager sys_dbg_rst_n | Resets system APB slave port of DAP.
nCTMRESET Reset manager dbg_rst_n CTM reset signal. It resets all signals clocked by CTMCLK.
NPOTRST Reset manager tap_col d_rst_n True power on reset signal to the DAP SWJ-DP. It must only
reset at power-on.
. . Resets the DAP TAP controller inside the SWJ-DP. This signal
NTRST JTAG interface NTRST pin is driven by the host using the JTAG connector.
TRESETN Reset manager dbg_rst_n Reset.3|gnal for TPIU. Resets all registers in the TRACECLKI N
domain.
a®

For more information about the CoreSight port names, refer to table 6-3 in the

CoreSight Technology System Design Guide, which you can download from the ARM

website (infocenter.arm.com).

The ETR stall enable field (et rstal | en) of the ctr| register in the reset manager
controls whether the ETR is requested to stall its AXI master interface to the L3
interconnect before a warm or debug reset.

For more information about reset handshaking, refer to the Reset Manager chapter in

volume 3 of the Cyclone V Device Handbook.

The level 4 (L4) watchdog timers can be paused during debugging to prevent reset
while the processor is stopped at a breakpoint.

Device Handbook.
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CoreSight Debug and Trace Address Map and Register Definitions

“ =@ Theaddress map resides in the hps.html file that accompanies this handbook volume.

The register definitions reside in separate ARM documentation. Click the link to open
the file.

To view the debug-related module descriptions and base addresses, scroll to and click
the following links:

E stm

m dap

B dmanonsecure

® dmasecure

E mpuscu

®E mpul2

To then view the register and field descriptions, click the link in the module
description to access the appropriate ARM documentation. The register addresses are
offsets relative to the base address of each module instance.

“% e Thebase addresses of all modules are also listed in the Introduction to the Hard

Processor System chapter in volume 3 of the Cyclone V Device Handbook.

Document Revision History

Table 7-10 shows the revision history for this document.

Tahle 7-10. Document Revision History

Date Version Changes

November 2012 1.2 Minor updates.

Added functional description, programming model, and address map and register definitions
sections.

June 2012 1.1

January 2012 1.0 Initial release.
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This section includes the following chapters:
m Chapter 8, SDRAM Controller Subsystem
m Chapter 9, On-Chip Memory

m Chapter 10, NAND Flash Controller

m Chapter 11, SD/MMC Controller

m Chapter 12, Quad SPI Flash Controller

“ e For information about the revision history for chapters in this section, refer to

“Document Revision History” in each individual chapter.
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The hard processor system (HPS) SDRAM controller subsystem provides efficient
access to external SDRAM for the ARM® Cortex™-A9 microprocessor unit (MPU)
subsystem, the level 3 (L3) interconnect, and the FPGA fabric. The SDRAM controller
provides an interface between the FPGA fabric and HPS. The interface accepts
Advanced Microcontroller Bus Architecture (AMBA®) Advanced eXtensible Interface
(AXI™) and Avalon® Memory-Mapped (Avalon-MM) transactions, converts those
commands to the correct commands for the SDRAM, and manages the details of the
SDRAM access.

Features of the SDRAM Controller Subsystem

The SDRAM controller subsystem offers the following features:

m  Support for double data rate 2 (DDR2), DDR3, and low-power DDR2
(LPDDR2) SDRAM

m  User-configurable timing parameters

m  Up to 4 Gb density parts

m  Two chip selects

m Integrated error correction code (ECC), 24- and 40-bit widths

m User-configurable memory width of 8, 16, 16+ECC, 32, 32+ECC
m  Command reordering (look-ahead bank management)

m Data reordering (out of order transactions)

m User-controllable bank policy on a per port basis for either closed page or
conditional open page accesses

m  User-configurable priority support with both absolute and relative priority
scheduling

m Flexible FPGA fabric interface configuration with up to 6 ports and data widths
up to 256 bits wide using Avalon-MM and AXI interfaces.

m Power management supporting self refresh, partial array self-refresh (PASR),
power down, and LPDDR2 deep power down
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SDRAM Controller Subsystem Block Diagram and System Integration

The SDRAM controller subsystem connects to the MPU subsystem, the main switch of
the L3 interconnect, and the FPGA fabric. The memory interface consists of the
SDRAM controller, the physical layer (PHY), control and status registers (CSRs), and
their associated interfaces.

Figure 8-1 shows a high-level block diagram of the SDRAM controller subsystem.

Figure 8-1. SDRAM Controller Subsystem High-Level Block Dlagram
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The SDRAM controller provides high performance data access and run-time
programmability. The controller reorders data to reduce row conflicts and bus turn-
around time by grouping read and write transactions together, allowing for efficient
traffic patterns and reduced latency.

The SDRAM controller consists of a multiport front end (MPFE) and a single-port
controller. The MPFE provides multiple independent interfaces to the single-port
controller. The single-port controller communicates with and manages each external
memory device. For more information, refer to “Memory Controller Architecture” on
page 8-4.

DDR PHY

The DDR PHY provides a physical layer interface between the memory controller and
memory devices, which performs read and write memory operations. The DDR PHY
has dataflow components, control components, and calibration logic that handle the
calibration for the SDRAM interface timing.
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SDRAM Controller Subsystem Interfaces

The following sections describe the SDRAM controller subsystem interfaces.

MPU Subsystem Interface

The SDRAM controller is connected to the MPU subsystem with a dedicated 64-bit
AXl interface, operating on the nmpu_| 2_ram cl k clock domain.

L3 Interconnect Interface

The SDRAM controller is connected to the L3 interconnect with a dedicated 32-bit AXI
interface, operating on the | 3_mai n_cl k clock domain.

CSR Interface

The CSR interface is connected the level 4 (L4) bus and operates on the | 4_sp_cl k
clock domain. The MPU subsystem uses the CSR interface to configure the controller
and PHY, for example, setting the memory timing parameter values or placing the
memory to a low power state. The CSR interface also provides access to the status
registers in the controller and PHY.

FPGA-to-HPS SDRAM Interface

The FPGA-to-HPS SDRAM interface provides masters implemented in the FPGA
fabric access to the SDRAM controller subsystem in the HPS. The interface has three
ports types that are used to construct the following AXI or Avalon-MM interfaces:

m Command ports—issue read and write commands, and for receive write
acknowledge responses

m 64-bit read data ports—receive data returned from a memory read
m 64-bit write data ports—transmit write data

The FPGA-to-HPS SDRAM interface supports six command ports, allowing up to six
Avalon-MM interfaces or three AXI interfaces. Each command port can be used to
implement either a read or write command port for AXI, or be used as part of an
Avalon-MM interface. The AXI and Avalon-MM interfaces can be configured to
support 32-, 64-, 128-, and 256-bit data.

Table 8-1 lists the FPGA-to-HPS SDRAM controller interface ports connected to the
FPGA.

Table 8-1. FPGA-to-HPS SDRAM Controller Port Types

Port Type Number

Command
64-bit read data
64-bit write data

The FPGA-to-HPS SDRAM controller interface can be configured with the following
characteristics:

m Avalon-MM interfaces and AXI interfaces can be mixed and matched as required
by the fabric logic, within the bounds of the number of ports provided to the
fabric.
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m Each Avalon-MM or AXI interface of the FPGA-to-HPS SDRAM interface operates
on an independent clock domain.

m The FPGA-to-HPS SDRAM interfaces are configured during FPGA configuration.

Table 8-2 shows the number of ports needed to configure different bus protocols,
based on type and data width.

Table 8-2. FPGA-to-HPS SDRAM Port Utilization

Bus Protocol Command Read Data Write Data

32- or 64-hit AXI 2(1) 1 1

128-hit AXI 2(1) 21(2) 2(2)

256-bit AXI 2(1) 42 42

32- or 64-bit Avalon-MM 1 1 1

128-bit Avalon-MM 1 2 2

256-bit Avalon-MM 1 4 4

32- or 64-bit Avalon-MM write-only 1 0 1

128-bit Avalon-MM write-only 1 0 2

256-bit Avalon-MM write-only 1 0 4

32- or 64-bit Avalon-MM read-only 1 1 0

128-bit Avalon-MM read-only 1 2 0

256-bit Avalon-MM read-only 1 4 0

Notes to Table 8-2:

(1) Because the AXI protocol allows simultaneous read and write commands to be issued, two SDRAM
control ports are required to form an AXI interface.

(2) Because the native size of the data ports is 64 bits, extra read and write ports are required to form an
AXl interface.

Memory Controller Architecture

The SDRAM controller consists of an MPFE, a single-port controller, and an interface
to the CSRs.

Cyclone V Device Handbook
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Figure 8-2 shows a block diagram of the SDRAM controller portion of the SDRAM
controller subsystem.

Figure 8-2. SDRAM Controller Block Dlagram
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The MPEE is responsible for scheduling pending transactions from the configured
interfaces and sending the scheduled memory transactions to the single-port
controller. The MPFE handles all functions related to individual ports.
The MPFE consists of the following three primary sub-blocks.
Command Block
The command block accepts read and write transactions from the FPGA fabric and the
HPS. When the command FIFO bulffer is full, the command block applies
backpressure by deasserting the ready signal. For each pending transaction, the
command block calculates the next SDRAM burst needed to progress on that
transaction. The command block schedules pending SDRAM burst commands based
on the user-supplied configuration, available write data, and unallocated read data
space.
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Write Data Block

The write data block transmits data to the single-port controller. The write data block
maintains write data FIFO buffers and clock boundary crossing for the write data. The
write data block informs the command block of the amount of pending write data for
each transaction so that the command block can calculate eligibility for the next
SDRAM write burst.

Read Data Block

The read data block receives data from the single-port controller. Depending on the
port state, the read data block either buffers the data in its internal buffer or passes the
data straight to the clock boundary crossing FIFO buffer. The read data block reorders
out-of-order data for Avalon-MM ports.

In order to prevent the read FIFO buffer from overflowing, the read data block
informs the command block of the available buffer area so the command block can
pace read transaction dispatch.

Single-Port Controller

The single-port logic is responsible for following actions:
B Queuing the pending SDRAM bursts

m Choosing the most efficient burst to send next

m Keeping the SDRAM pipeline full

®m Ensuring all SDRAM timing parameters are met

Transactions passed to the single-port logic for a single page in SDRAM are
guaranteed to be executed in order, but transactions can be reordered between pages.
Each SDRAM burst read or write is converted to the appropriate Altera PHY interface
(AFI) command to open a bank on the correct row for the transaction (if required),
execute the read or write command, and precharge the bank (if required).

The single-port logic implements command reordering (looking ahead at the
command sequence to see which banks can be put into the correct state to allow a read
or write command to be executed) and data reordering (allowing data transactions to
be dispatched even if the data transactions are executed in an order different than
they were received from the multiport logic).

Command Generator

The command generator accepts commands from the MPFE and from the internal
ECC logic, and provides those commands to the timer bank pool.

Timer Bank Pool

The timer bank pool is a parallel queue that operates with the arbiter to enable data
reordering. The timer bank pool tracks incoming requests, ensures that all timing
requirements are met, and, on receiving write-data-ready notifications from the write
data buffer, passes the requests to the arbiter.
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Arbiter

The arbiter determines the order in which requests are passed to the memory device.

When the arbiter receives a single request, that request is passed immediately. When

multiple requests are received, the arbiter uses arbitration rules to determine the order
to pass requests to the memory device.

Rank Timer

The rank timer performs the following functions:

® Maintains rank-specific timing information

m Ensures that only four activates occur within a specified timing window
® Manages the read-to-write and write-to-read bus turnaround time

m Manages the time-to-activate delay between different banks

Write Data Buffer

The write data buffer receives write data from the MPFE and passes the data to the
PHY, on approval of the write request.

ECC Block

The ECC block consists of an encoder and a decoder-corrector, which can detect and
correct single-bit errors, and detect double-bit errors. The ECC block can correct
single- bit errors and detect double-bit errors resulting from noise or other
impairments during data transmission.

AFI Interface

The AFI interface provides communication between the controller and the PHY.

CSR Interface

The CSR interface is accessible from the L4 bus. The interface allows code executing in
the HPS MPU and FPGA fabric to configure and monitor the SDRAM controller.

Functional Description of the SDRAM Controller Subsystem

This section provides a functional description of the SDRAM controller subsystem.

MPFE Operational Behavior

This section describes the operational behavior of the MPFE.

Operation Ordering

Requests to the same SDRAM page arriving at a given port are executed in the order
in which they are received. Requests arriving at different ports have no guaranteed
order of service, except when a first transaction has completed before the second
arrives.
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Operation ordering is defined and enforced within a port, but not between ports. All
transactions received on a single port for overlapping addresses execute in order.
Transactions received on different ports have no guaranteed order unless the second
transaction is presented after the first has completed.

Avalon-MM does not support write acknowledgement. When a port is configured to
support Avalon-MM, you should read from the location that was previously written
to ensure that the write operation has completed. When a port is configured to
support AXI, the master accessing the port can safely issue a read operation to the
same address as a write operation as soon as the write has been acknowledged. To
keep write latency low, writes are acknowledged as soon as the transaction order is
guaranteed—meaning that any operations received on any port to the same address
as the write operation are executed after the write operation.

To ensure that the overall latency of traffic is as low as possible, the single port logic
can return read data out of order to the multi-port logic which will reorder it when
transactions return out of order. A large percentage of traffic reordering will be
between ports and transactions only are ordered within a port. For traffic which is
reordered between ports but not within a port, no reordering needs to be done.
Eliminating unnecessary reordering reduces average latency.

Multiport Scheduling

Multiport scheduling is governed by two factors, the absolute priority of a request
and the weighting of a port.

The evaluation of absolute priority ensures that ports carrying higher-priority traffic
are served ahead of ports carrying lower-priority traffic. The scheduler recognizes
eight priority levels (0-7), with higher values representing higher priorities. For
example, any transaction with priority seven is scheduled before transactions of
priority six or lower.

When ports carry traffic of the same absolute priority, relative priority is determined
based on port weighting. Port weighting is a five-bit value (0-31), and is determined
by a deficit-weighted round robin (DWRR) algorithm, which corrects for past over-
servicing or under-servicing of a port. Each port has an associated weight which is
updated every cycle, with a user-configured weight added to it and the amount of
traffic served subtracted from it. The port with the highest weighting is considered the
most eligible.

To ensure that high-priority traffic is served quickly and that long and short bursts are
effectively interleaved between ports, incoming transactions longer than a single
SDRAM burst are scheduled as a series of SDRAM bursts, with each burst arbitrated
separately.

To ensure that lower priority ports do not build up large running weights while
higher priority ports monopolize bandwidth, the controller's DWRR weights are
updated only when a port matches the scheduled priority. Therefore, if three ports are
being accessed, two being priority seven and one being priority four, the weights for
both ports at priority seven are updated but the port with priority four remains
unchanged.
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Multiport scheduling is performed between all of the ports connected to the FPGA
fabric and internally in the HPS to determine which transaction is serviced next.
Arbitration is performed on a SDRAM burst basis to ensure that a long transaction
does not lock other transactions or cause latency to significantly increase for
high-priority ports.

Arbitration supports both absolute and relative priority. Absolute priority is intended
for applications where one master should always get priority above or below others.
Relative priority is supported through a programmable weight field which controls
scheduling between ports at the same priority.

The scheduler is work-conserving. Write operations can only be scheduled when
enough data for the SDRAM burst has been received. Read operations can only be
scheduled when sufficient internal memory is free and the port is not occupying too
much of the read buffer.

The multiport scheduling configuration can be updated while traffic is flowing. Both
priority and weight for a port can be updated without interrupting traffic on a port.
Updates are used in scheduling decisions within 10 memory clock cycles of being
updated, so priority can be updated frequently if needed.

Read Data Handling

The MPFE contains a read buffer shared by all ports. If a port is capable of receiving
returned data then the read buffer is bypassed. If the size of a read transaction is
smaller than twice the memory interface width, the buffer RAM cannot be bypassed.

SDRAM Burst Scheduling

SDRAM burst scheduling recognizes addresses that access the same row /bank
combination, known as open page accesses. Operations to a page are served in the
order in which they are received by the single-port controller.

Selection of SDRAM operations is a two-stage process. First, each pending transaction
must wait for its timers to be eligible for execution. Next, the transaction arbitrates
against other transactions that are also eligible for execution.

The following rules govern transaction arbitration:
m High-priority operations take precedence over lower-priority operations

m If multiple operations are in arbitration, read operations have precedence over
write operations

m If multiple operations still exist, the oldest is served first

A high-priority transaction in the SDRAM burst scheduler wins arbitration for that
bank immediately if the bank is idle and the high-priority transaction's chip select,
row, or column fields of the address do not match an address already in the single-
port controller. If the bank is not idle, other operations to that bank yield until the
high-priority operation is finished. If the chip select, row, and column fields match an
earlier transaction, the high-priority transaction yields until the earlier transaction is
completed.
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Clocking

The FPGA fabric ports of the MPFE can be clocked at different frequencies.
Synchronization is maintained by clock-domain crossing logic in the MPFE.
Command ports can operate on different clock domains, but the data ports associated
with a given command port must be attached to the same clock as that command port.
For example, a command port paired with a read and write port to form an
Avalon-MM interface must operate at the same clock frequency as the data ports
associated with it.

Single-Port Controller Operational Behavior

This section describes the operational behavior of the single-port controller.

SDRAM Interface

The SDRAM interface is up to 40 bits wide and can accommodate 8-bit, 16-bit, 16-bit
plus ECC, 32-bit, or 32-bit plus ECC configurations. The SDRAM interface supports
LPDDR2, DDR2, and DDR3 memory protocols.

Command and Data Reordering

The heart of the SDRAM controller is a command and data reordering engine.
Command reordering allows banks for future transactions to be opened before the
current transaction finishes. Data reordering allows transactions to be serviced in a
different order than they were received when that new order allows for improved
utilization of the SDRAM bandwidth. Operations to the same bank and row are
performed in order to ensure that operations which impact the same address preserve
the data integrity.

Figure 8-3 shows the relative timing for a write/read /write/read command sequence
performed in order and then the same command sequence performed with data
reordering. Data reordering allows the write and read operations to occur in bursts,
without bus turnaround timing delay or bank reassignment.

Figure 8-3. Data Reordering Effect

Data Reordering Off

Command WR RD WR RD
Address BORO B1R0 BORO B1R0

Data Reordering On

Command WR WR RD RD
Address BORO BORO B1RO B1R0

The SDRAM controller schedules among all pending row and column commands
every clock cycle.

Bank Policy

The bank policy of the SDRAM controller allows users to request that a transaction's
bank remain open after an operation has finished so that future accesses do not delay
in activating the same bank and row combination. The controller supports only eight
simultaneously-opened banks, so an open bank might get closed if the bank resource
is needed for other operations.
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Open bank resources are allocated dynamically as SDRAM burst transactions are
scheduled. Bank allocation is requested automatically by the controller when an
incoming transaction spans multiple SDRAM bursts or by the extended command
interface. When a bank must be reallocated, the least-recently-used open bank is used
as the replacement.

If the controller determines that the next pending command will cause the bank
request to not be honored, the bank might be held open or closed depending on the
pending operation. A request to close a bank with a pending operation in the timer
bank pool to the same row address causes the bank to remain open. A request to leave
a bank open with a pending command to the same bank but a different row address
causes a precharge operation to occur.

Write Combining

The SDRAM controller combines write operations from successive bursts on a port
where the starting address of the second burst is one greater than the ending address
of the first burst and the resulting burst length does not overflow the 11-bit
burst-length counters. Write combining does not occur if the previous bus command
has finished execution before the new command has been received.

Burst Length Support

The controller supports burst lengths of 2, 4, 8, and 16, and data widths of 8, 16, and 32
bits for non-ECC operation, and widths of 24 and 40 operations with ECC enabled.
Table 8-3 shows the type of SDRAM for each burst length.

Table 8-3. SDRAM Burst Lengths

Burst Length SDRAM
LPDDR2, DDR2

DDR2, DDR3, LPDDR2

16 LPDDR2

Width Matching

The SDRAM controller automatically performs data width conversion.

ECC

The single-port controller supports memory ECC calculated by the controller. The
controller ECC employs standard Hamming logic to detect and correct single-bit
errors and detect double-bit errors. The controller ECC is available for 16-bit and 32-
bit widths, each requiring an additional 8 bits of memory, resulting in an actual
memory width of 24-bits and 40-bits, respectively.

Controller ECC provides the following features:

m Byte writes—The memory controller performs a read-modify-write operation to
ensure that the ECC data remains valid when a subset of the bits of a word is being
written. If an entire word is being written (but less than a full burst) and the DM
pins are connected, no read is necessary and only that word is updated. If
controller ECC is disabled, byte-writes have no performance impact.
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m ECC write backs—When a read operation detects a correctable error, the memory
location is scheduled for a read-modify-write operation to correct the single-bit
error. ECC write backs are enabled and disabled through the
cfg_enabl e_ecc_code_overw i tes field in the ctrl cf g register.

m Notification of ECC errors—The memory controller provides interrupts for single-
bit and double-bit errors. The status of interrupts and errors are recorded in status
registers, as follows:

m The dranst s register records interrupt status.

m Thedrani ntr register records interrupt masks.

m The sbecount register records the single-bit error count.
m The dbecount register records the double-bit error count.

m Theerraddr register records the address of the most recent error.

Byte Writes

Byte writes with ECC enabled are executed as a read-modify-write. Typical operations
only use a single entry in the timer bank pool. Controller ECC enabled sub-word
writes use two entries. The first operation is a read and the second operation is a
write. These two operations are transferred to the timer bank pool with an address
dependency so that the write cannot be performed until the read data has returned.
This approach ensures that any subsequent operations to the same address (from the
same port) are executed after the write operation, because they are ordered on the row
list after the write operation.

If an entire word is being written (but less than a full burst), then no read is necessary

and only that word is updated.

ECC Write Backs

If the controller ECC is enabled and a read operation results in a correctable ECC
error, the controller corrects the location in memory, if write backs are enabled. The
correction results in scheduling a new read-modify-write. A new read is performed at
the location to ensure that a write operation modifying the location is not overwritten.
The actual ECC correction operation is performed as a read-modify-write operation.

User Notification of ECC Errors
The following methods notify you of an ECC error:
For the MPU subsystem, an interrupt signal provides notification and the ECC error

information is stored in the status registers.

For more information, refer to the Cortex-A9 Microprocessor Unit SubSystem chapter in
volume 3 of the Cyclone V Device Handbook.

Interleaving Options

The controller supports the following address-interleaving options:
m Noninterleaved

m Bank interleave without chip select interleave

m Bank interleave with chip select interleave
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All of the interleaving examples use 512 megabits (Mb) x 16 DDR3 chips and are
documented as byte addresses. For RAMs with smaller address fields, the order of the
fields stays the same but the widths may change.

Noninterleaved

RAM mapping is noninterleaved.

Figure 8—4 shows noninterleaved address decoding.

Figure 8-4. Noninterleaved Address Decoding

Address Decoding
(512 Mb x 16 DDR3 DRAM)

DDR 3 DDR 3
512 x16 512 x16

DDR 3 DDR 3
512 x16 512 x16
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Controller
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C=Column R=Row B =Bank S=Chip Select

Bank Interleave Without Chip Select Interleave

Bank interleave without chip select interleave swaps row and bank from the
noninterleaved address mapping. This interleaving allows smaller data structures to
spread across all banks in a chip.

Figure 8-5 shows bank interleave without chip select interleave address decoding.

Figure 8-5. Bank Interleave Without Chip Select Interleave Address Decoding
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Bank Interleave with Chip Select Interleave

Bank interleave with chip select interleave moves the row address to the top, followed
by chip select, then bank, and finally column address. This interleaving allows smaller
data structures to spread across multiple banks and chips (giving access to 16 total
banks for multithreaded access to blocks of memory). Memory timing is degraded
when switching between chips.
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Figure 8-6 shows bank interleave with chip select interleave address decoding.

Figure 8-6. Bank Interleave With Chip Select Interleave Address Decoding

AXI-Exclusive Support

The single-port controller supports AXI-exclusive operations. The controller
implements a table shared across all masters, which can store up to 16 pending writes.
Table entries are allocated on an exclusive read and table entries are deallocated on a
successful write to the same address by any master.

Any exclusive write operation that is not present in the table returns an exclusive fail
as acknowledgement to the operation. If the table is full when the exclusive read is
performed, the table replaces a random entry.

When using AXI-exclusive operations, accessing the same location from Avalon-MM
interfaces can result in unpredictable results.

Memory Protection

The single-port controller has address protection to allow the software to configure
basic protection of memory from all masters in the system. If the system has been
designed exclusively with AXI masters, TrustZone® is supported. Ports that use
Avalon-MM can be configured for port level protection.

For information about TrustZone®, refer to the ARM website (www.arm.com).

Memory protection is based on physical addresses in memory. You can set rules to
allow or disallow accesses to a range of memory, or to enable only secure accesses to a
range of memory (or a combination of the two).

Secure and non-secure regions are specified by rules containing a starting address and
ending address with 1 MB boundaries for both addresses. You can override the port
defaults and allow or disallow all transactions.

The memory protection table, which is an internal table addressed through the CSR
interface, contains rules to permit or deny memory access. You can configure up to a
maximum of twenty rules to control memory access. Table 8—4 lists the fields that you
can specify for each rule.

Tahle 8-4. Fields for Rules in Memory Protection Table (Part 1 of 2)

Field Width Description
Valid 1 Set to 1 to activate the rule. Set to 0 to deactivate the rule.

Specifies the set of ports to which the rule applies, with one bit
representing each port, as follows: bits 0 to 5 correspond to FPGA
fabric ports 0 to 5, bit 6 corresponds to AXI L3 switch read, bit 7 is
the CPU read, bit 8 is L3 switch write, and bit 9 is the CPU write.

Port Mask (7 10
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Tahle 8-4. Fields for Rules in Memory Protection Tahle (Part 2 of 2)

Field Width Description

Low transfer ID of the rules to which this rule applies. Incoming
transactions match if they are greater than or equal to this value.

(1)

TID_low 12 | ports with smaller TIDs have the TID shifted to the lower bits and
zero padded at the top.

TID high 12 High transfer ID of the rules to which this rule applies. Incoming

-nig transactions match if they are less than or equal to this value.

Points to a IMB block and is the lower address. Incoming addresses

Address_low 12 match if they are greater than or equal to this value.

Address_high 12 Upper limit of address. Incoming addresses match if they are less

than or equal to this value.

Avalue of 00 indicates that the protection bit is not set; a value of 01
Protection 2 sets the protection bit. Systems that do not set AXI protection to a
known value should program this for either protection value.

Fail/allow 1 Set this value to 1 to force the operation to fail or succeed.

Note to Table 8-4:

(1) Although TID and Port Mask could be redundant, including both in the table allows possible compression of rules.
If masters connected to a port do not have contiguous TIDs, a port-based rule might be more efficient than a TID-
based rule, in terms of the number of rules needed.

A port has a default access status of either allow or fail, and rules with the opposite
allow /fail value can override the default. The system evaluates each transaction
against every rule in the memory protection table. A transaction received on a port
which by default allows access, would fail only if a rule with the fail bit matches the
transaction. Conversely, a port which by default prevents access, would allow access
only if a rule allows that transaction to pass.

Exclusive transactions are security checked on the read operation only. A write
operation can occur only if a valid read is marked in the internal exclusive table.
Consequently, a master performing an exclusive read followed by a write, can write to
memory only if the exclusive read was successful.

Example of Configuration for TrustZone

For a TrustZone configuration, memory is divided into a range of memory accessible
by secure masters and a range of memory accessible by nonsecure masters. The two
memory address ranges may have a range of memory that overlaps.

This example implements the following memory configuration:
m 2 GB total RAM size

m 0—512 MB dedicated secure area

m 513—576 MB shared area

m 577—2048 MB dedicated nonsecure area
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In this example, each port is configured by default to disallow all accesses. Table 8-5
shows the two rules programmed into the memory protection table.

Table 8-5. Rules in Memory Protection Table for Example Configuration

Rule # Port Mask TID Low | TID High | Address Low | Address High Prot Fail/Allow
1 0’b1111111111 0 4095 0 576 b01 allow
2 0b1111111111 0 4095 512 2047 b00 allow

The port mask value, TID Low, and TID High, apply to all ports and all transfers
within those ports. Each access request is evaluated against the memory protection
table, and will fail unless a rule matches allowing a transaction to complete
successfully.

Table 8-6 shows the result for a sample set of transactions.

Table 8-6. Result for a Sample Set of Transactions

Operation Source Address Prot Result Comments
Read CPU 4096 1 Allow Matches rule 1.
. 536, 870, 912
Write CPU (512 MB) 1 Allow Matches rule 1.
Does not match rule 1 (out of range of the
Write ;Sazi’éighed ?5[,)757 (Ii/?g) 350 1 Fail address field), does not match rule 2
(protection bit incorrect).
Read L3 attached 4096 0 Fail Does not match rule 1 (prot' value wrong),
masters does not match rule 2 (not in address range).
, 536, 870, 912
Write CPU (512 MB) 0 Allow Matches rule 2.
. L3 attached 605, 028, 350
Write masters (577 MB) 0 Allow Matches rule 2.

If you did not want any overlap between the memory blocks, you could specify the
address ranges in the two rules of Table 8-5 to be mutually exclusive. Depending on
your desired TrustZone configuration, you can add rules to the memory protection
table to create multiple blocks of protected or unprotected space.

SDRAM Power Management

The SDRAM controller subsystem supports the following power saving features in
the SDRAM:

m Partial array self-refresh (PASR)

m Power down

m Deep power down for LPDDR2

Power-saving mode initiates either due to a user command or from inactivity.

Cyclone V Device Handbook
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Power-down mode is initiated by writing to the appropriate control register. It forces
the SDRAM burst-scheduling bank-management logic to close all banks and issue the
power down command. You can program the controller to enable power-down when
the SDRAM burst-scheduling queue is empty for a specified number of clock cycles.

The SDRAM automatically reactivates when an active SDRAM command is received.

Other power-down modes are performed only under user control.

DDR PHY

The DDR PHY connects the memory controller and external memory devices in the
speed critical command path.

The DDR PHY implements the following functions:

m Calibration—the DDR PHY supports the JEDEC-specified steps to synchronize the
memory timing between the controller and the SDRAM chips. The calibration
algorithm is implemented in software.

m  Memory device initialization—the DDR PHY performs the mode register write
operations to initialize the devices. The DDR PHY handles re-initialization after a
deep power down.

m Single-data-rate to double-data-rate conversion.

Clocks

All clocks are assumed to be asynchronous with respect to the ddr _dgs_cl k memory
clock. All transactions are synchronized to memory clock domain.

Table 8-7 shows the SDRAM controller subsystem clock domains.

Table 8-7. SDRAM Controller Subsystem Clock Domains

Clock Name Description
ddr_dg_clk Clock for PHY
ddr _dgs_cl k Clock for MPFE, single-port controller, CSR access, and PHY
ddr _2x_dgs_cl k Clock for PHY
14 sp_clk Clock for CSR interface
mpu_l 2_ramcl k Clock for MPU interface
[3_min_clk Clock for L3 interface
f2h_sdram cl K[ 5: 0] ELsz:?;geriitf clocks used for the FPGA-to-HPS SDRAM ports to the

In terms of clock relationships, the FPGA fabric connects the appropriate clocks to
write data, read data, and command ports for the constructed ports.

«o For more information, refer to the Clock Manager chapter in volume 3 of the Cyclone V
Device Handbook.
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The SDRAM controller subsystem supports a full reset (cold reset) and a warm reset,
which may or may not preserve the contents of memory. In order to preserve the
memory contents, the reset manager can request that the single-port controller place
the SDRAM in self-refresh mode prior to issuing the warm reset. If memory contents
are preserved, the PHY and the memory timing logic is not reset, but the rest of the
controller is reset.

For more information, refer to the Reset Manager chapter in volume 3 of the Cyclone V
Device Handbook.

The SDRAM controller subsystem has CSRs which control the operation of the
controller including DRAM type, DRAM timing parameters and relative port
priorities. It also has a small set of bits which depend on the FPGA fabric to configure
ports between the memory controller and the FPGA fabric; these bits are set for you
when you configure your implementation using the HPS GUI in Qsys.

The CSRs are configured using a dedicated slave interface, which provides accesses to
registers. This region controls all SDRAM operation, MPFE scheduler configuration,
and PHY calibration.

The FPGA fabric interface configuration is programmed into the FPGA fabric and the
values of these register bits can be read by software. The ports can be configured
without software developers needing to know how the FPGA-to-HPS SDRAM
interface has been configured.

Protocol Details

Cyclone V Device Handbook

Avalon-MM Bidirectional Port

The Avalon-MM bidirectional ports are standard Avalon-MM ports used to dispatch
read and write operations. Each configured Avalon-MM bidirectional port consists of
the signals listed in Table 8-8.

Tahle 8-8. Avalon-MM Bidirectional Port Signals (Part 1 of 2)

Name Bits Direction Function
clk 1 In Clock for the Avalon-MM interface
read 1 In Indicates read transaction
wite 1 In Indicates write transaction
addr ess 32 In Address of the transaction
readdat a 32, 64,128, or 256 | Out Read data return
readdat aval i d 1 Out Valid cycle flag for read data return
witedata 32,64,128,0r 256 |In Write data for a transaction
4 (32-bit data),
byt eenabl e ?g%ztgtbdlfgagta) In Byte enables for each write byte
32(256-bit data)
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Table 8-8. Avalon-MM Bidirectional Port Signals (Part 2 of 2)

Name Bits Direction Function

Indicates need for additional cycles to
complete a transaction

bur st count 11 In Transaction burst length

wai t request 1 Out

The read and write interfaces are configured to the same size. The byte-enable size
scales with the data bus size.

“ e Forinformation about the Avalon-MM protocol, refer to the Avalon Interface

Specifications.

Avalon-MM Write Port

The Avalon-MM write ports are standard Avalon-MM ports used only to dispatch
write operations. Each configured Avalon-MM write port consists of the signals listed
in Table 8-9.

Table 8-9. Avalon-MM Write Port Signals

Name Bits Direction Function

reset 1 In Reset

clk 1 In Clock

wite 1 In Indicates write transaction

addr ess 32 In Address of the transaction

witedata 32, 64,128, 0r 256 | In Write data for a transaction
4 (32-bit data),

byt eenabl e ?g?-zlgfbdiitdagt,a), In Byte enables for each write byte
32(256-bit data)

wai t r equest 1 Out Indicates need for agditional cycles to

complete a transaction
bur st count 11 In Transaction burst length

“ e TForinformation about the Avalon-MM protocol, refer to the Avalon Interface
Specifications.

Avalon-MM Read Port

The Avalon-MM read ports are standard Avalon-MM ports used only to dispatch read
operations. Each configured Avalon-MM read port consists of the signals listed in
Table 8-10.

Table 8-10. Avalon-MM Read Port Signals (Part 1 of 2)

Name Bits Direction Function
reset 1 In Reset
clk 1 In Clock
read 1 In Indicates read transaction
addr ess 32 In Address of the transaction
November 2012  Altera Corporation Cyclone V Device Handbook

Volume 3: Hard Processor System Technical Reference Manual


http://www.altera.com/literature/manual/mnl_avalon_spec.pdf
http://www.altera.com/literature/manual/mnl_avalon_spec.pdf
http://www.altera.com/literature/manual/mnl_avalon_spec.pdf
http://www.altera.com/literature/manual/mnl_avalon_spec.pdf

8-20

Chapter 8: SDRAM Controller Subsystem
Initialization

Cyclone V Device Handbook

Table 8-10. Avalon-MM Read Port Signals (Part 2 of 2)

Name Bits Direction Function

readdat a 32, 64,128, or 256 | Out Read data return

readdatavalid |1 Out Flags valid cycles for read data return
Indicates the need for additional cycles to

. complete a transaction. Needed for read

wai t request 1 Out ; i
operations when delay is needed to accept
the read command.

bur st count 11 In Transaction burst length

For information about the Avalon-MM protocol, refer to the Avalon Interface

Specifications.

AXI Port
The AXI port uses an AXI-3 interface.

For information about the AXI-3 interface, refer to the AMBA Open Specifications on

the ARM website (www.arm.com).

For information about the AXI interface ports in the high-performance II controller
(HPC 1I), refer to the Functional Description—HPC II Controller chapter, in the External

Memory Interface Handbook.

Each configured AXI port consists of the signals listed in Table 8-11. Each AXI
interface signal is independent of the other interfaces for all signals, including clock

and reset.

Table 8-11. AXI Port Signals (Part 1 of 2)

Name Bits Direction Function
ARESETN 1 In Reset
ACLK 1 In Clock
Write Address Channel Signals
AW D 4 In Write identification tag
AWADDR 32 In Write address
AW EN 4 In Write burst length
AVS| ZE 3 In Width of the transfer size
AVBURST 2 In Burst type
AWREADY 1 Out Indicates ready for a write command
AW/ALI D 1 In Indicates valid write command.
Write Data Channel Signals

WD 4 In Write data transfer ID
WDATA 32,64,128 0r256 | In Write data

Byte-based write data strobe. Each bit
WSTRB 4,8,16, 32 In width corresponds to 8 bit wide transfer for

32-bit wide to 256-bit wide transfer.
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Table 8-11. AXI Port Signals (Part 2 of 2)

Name Bits Direction Function
WLAST 1 In Last transfer in a burst
W/ALI D 1 In Indicates write data+strobes are valid
VREADY 1 Out Indicates ready for write data and strobes

Write Response Channel Signals
BI D 4 Out Write response transfer ID
BRESP 2 Out Write response status
BVALI D 1 Out Write response valid signal
BREADY 1 In Write response ready signal
Read Address Channel Signals
ARI D 4 In Read identification tag
ARADDR 32 In Read address
ARLEN 4 In Read burst length
ARSI ZE 3 In Width of the transfer size
ARBURST 2 In Burst type
ARREADY 1 Out Indicates ready for a read command
ARVALI D 1 In Indicates valid read command
Read Data Channel Signals

R D 4 Out Read data transfer ID
RDATA 32,64,128 or 256 | Out Read data
RRESP 2 Out Read response status
RLAST 1 Out Last transfer in a burs
RVALI D 1 Out Indicates read data is valid
RREADY 1 In Read data channel ready signal

SDRAM Controller Subsystem Programming Model

Initialization

SDRAM controller configuration occurs through software programming of the
configuration registers using the CSR interface. Initialization of the SDRAM controller
has two separate regions with different controls.

Timing Parameters

The SDRAM controller supports a complete set of timing parameters, configurable at
run time.

SDRAM Controller Address Map and Register Definitions

“ =@ Theaddress map resides in the hps.html file that accompanies this handbook volume.

Click the link to open the file.
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Document Revision History

To view the module description and base address, scroll to and click the link for the

following module instance:

m sdr

To then view the register and field descriptions, scroll to and click the register names.
The register addresses are offsets relative to the base address of each module instance.

The base addresses of all modules are also listed in the Introduction to the Hard
Processor System chapter in volume 3 of the Cyclone V Device Handbook.

Table 8-12 shows the revision history for this document.

Tahle 8-12. Document Revision History

Date Version Changes
November 2012 1.1 Added address map and register definitions section.
January 2012 1.0 Initial release.
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The hard processor system (HPS) contains the following on-chip memory:
m On-Chip RAM
® Boot ROM

The on-chip RAM provides 64 KB of general-purpose RAM. The boot ROM contains
the code required to boot the HPS from cold or warm reset. Both memories connect to
the level 3 (L3) interconnect.

On-Chip RAM

This section describes the HPS on-chip RAM.

Features of the On-Chip RAM
The on-chip RAM offers the following features:
B 64-bit interface

64 KB size

Single-ported RAM

Read acceptance of two, write acceptance of two, and a total acceptance of two.

Error correction code (ECC) support

Sustained ideal throughput (operating frequency times the data width) during

read after read, write after write, write after read, and read after write.

“ e For information about the operating frequency, refer to the Clock Manager
chapter in volume 3 of the Cyclone V Device Handbook.

©2012 Altera Corporation. All rights reserved. ALTERA, ARRIA, CYCLONE, HARDCOPY, MAX, MEGACORE, NIOS, QUARTUS and STRATIX words and logos
are trademarks of Altera Corporation and registered in the U.S. Patent and Trademark Office and in other countries. All other words and logos identified as
trademarks or service marks are the property of their respective holders as described at www.altera.com/common/legal.html. Altera warrants performance of its
semiconductor products to current specifications in accordance with Altera's standard warranty, but reserves the right to make changes to any products and
services at any time without notice. Altera assumes no responsibility or liability arising out of the application or use of any information, product, or service
described herein except as expressly agreed to in writing by Altera. Altera customers are advised to obtain the latest version of device specifications before relying
on any published information and before placing orders for products or services.

1SO
9001:2008
Registered

Cyclone V Device Handbook

Volume 3: Hard Processor System Technical Reference Manual

November 2012 i
=

Subscribe


http://www.altera.com/common/legal.html
http://www.altera.com/support/devices/reliability/certifications/rel-certifications.html
http://www.altera.com/support/devices/reliability/certifications/rel-certifications.html
http://www.altera.com/literature/hb/cyclone-v/cv_54002.pdf
https://www.altera.com/servlets/subscriptions/alert?id=cv_54009

9-2 Chapter 9: On-Chip Memory

On-Chip RAM
On-Chip RAM Block Diagram and System Integration
Figure 9-1 shows a block diagram of the on-chip RAM.
Figure 9-1. On-Chip RAM Block Diagram
NIC-301 On-Chip RAM
L3 Interconnect <€— ECC from System Manager
64-Bit

IE P (I3_main_clk)

A
\4
]

ECC Interrupts

’ to Interrupt Controller

Transfers between memory and the NIC-301 L3 interconnect happen through a 64-bit
interface, gated by the | 3_mai n_cl k interconnect clock. ECC logic detects single-bit,
corrected and double-bit, uncorrected errors. The memory has a read acceptance of
two, a write acceptance of two, and a total acceptance of two with round-robin
arbitration.

The entire RAM is either secure or nonsecure. Security is enforced by the NIC-301 L3
interconnect.

“ e For more information about security, refer to the Interconnect chapter in volume 3 of

the Cyclone V Device Handbook.

Functional Description of the On-Chip RAM
The on-chip RAM serves as a general-purpose memory accessible from the FPGA.

The on-chip RAM uses an 64-bit slave interface. The slave interface supports transfers
between memory and the NIC-301 L3 interconnect. All reads and writes are serviced
in order.

Clocks
The on-chip RAM is driven by the | 3_nai n_cl k interconnect clock.

“ e Forinformation about the operating frequency and maximum throughput, refer to the

Clock Manager chapter in volume 3 of the Cyclone V Device Handbook.

Resets

The contents of the RAM remain unchanged on a cold or warm reset. Reset only clears
the state associated with the slave interface.

The on-chip RAM reset is driven by the onchi p_ram r st _n interconnect reset signal.

“ e For more information, refer to the Reset Manager chapter in volume 3 of the Cyclone V

Device Handbook.
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Boot ROM
This section describes hardware aspects of the HPS boot ROM.

“ e TForinformation about the boot ROM software, refer to the Booting and Configuration

appendix in volume 3 of the Cyclone V Device Handbook.

Features of the Boot ROM
The boot ROM offers the following features:
m 32-bit interface
m 64 KBsize
m Single-ported ROM
m Read acceptance of two

m Sustained ideal throughput (operating frequency times the data width) during
read after read.

“ e For information about the operating frequency, refer to the Clock Manager

chapter in volume 3 of the Cyclone V Device Handbook.

Boot ROM Block Diagram and System Integration
Figure 9-2 shows a block diagram of the boot ROM.

Figure 9-2. Boot ROM Block Diagram
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Transfers between memory and the NIC-301 L3 interconnect happen through a 32-bit
interface, gated by the | 3_mai n_cl k interconnect clock.

The entire RAM is either secure or nonsecure. Security is enforced by the NIC-301 L3
interconnect.
“ e For more information about security, refer to the Interconnect chapter in volume 3 of
the Cyclone V Device Handbook.

Functional Description of the Boot ROM

The boot ROM is used only for booting the system. On a cold or warm reset of the
microprocessor unit (MPU) subsystem, MPUQ executes the pre-bootloader code
stored in the boot ROM.
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For information about the boot ROM software, refer to the Booting and Configuration
appendix in volume 3 of the Cyclone V Device Handbook.

The boot ROM uses an 32-bit slave interface. The slave interface supports transfers
between memory and the NIC-301 L3 interconnect. All writes return an error
response.

Clocks
The boot ROM is driven by the | 3_mai n_cl k interconnect clock.

For information about the operating frequency and maximum throughput, refer to the
Clock Manager chapter in volume 3 of the Cyclone V Device Handbook.

Resets

The contents of the ROM remain unchanged on a cold or warm reset. Reset only clears
the state associated with the slave interface.

The boot ROM reset is driven by the boot _r om r st _n interconnect clock.

For more information, refer to the Reset Manager chapter in volume 3 of the Cyclone V
Device Handbook.

On-Chip Memory Address Map and Register Definitions

There are no registers for on-chip memory.

The address map resides in the hps.html file that accompanies this handbook volume.
Click the link to open the file.

To view the module descriptions and base addresses, scroll to and click the links for
the following module instances:

E rom

B ocram

The base addresses of all modules are also listed in the Introduction to the Hard
Processor System chapter in volume 3 of the Cyclone V Device Handbook.

Document Revision History

Table 9-1 shows the revision history for this document.

Tahle 9-1. Document Revision History

Date Version Changes
November 2012 1.1 Added address map section.
January 2012 1.0 Initial release.
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The hard processor system (HPS) provides a NAND flash controller to interface with
external NAND flash memory in Altera® system-on-a-chip (SoC) FPGA systems. You
can use external flash memory to store a processor boot image, software, or as extra
storage capacity for large applications or user data. The HPS NAND flash controller is
based on the Cadence® Design IP® NAND Flash Memory Controller.

NAND Flash Controller Features

The NAND flash controller provides the following functionality and features:
m Supports one x8 NAND flash device
m Supports Open NAND Flash Interface (ONFI) 1.0

m Supports NAND flash memories from Hynix, Samsung, Toshiba, Micron, and ST
Micro

m Supports programmable 512 byte (4-, 8-, or 16-bit correction) or 1024 byte (24-bit
correction) error correction code (ECC) sector size

m Supports pipeline read-ahead and write commands for enhanced read /write
throughput

m Supports devices with 32, 64, 128, 256, 384, or 512 pages per block
®m Supports multiplane devices
m Supports page sizes of 512 bytes, 2 kilobytes (KB), 4 KB, or 8 KB

m Supports single-level cell (SLC) and multi-level cell (MLC) devices with
programmable correction capabilities

m Provides internal direct memory access (DMA)

m Provides programmable access timing

©2012 Altera Corporation. All rights reserved. ALTERA, ARRIA, CYCLONE, HARDCOPY, MAX, MEGACORE, NIOS, QUARTUS and STRATIX words and logos
are trademarks of Altera Corporation and registered in the U.S. Patent and Trademark Office and in other countries. All other words and logos identified as
trademarks or service marks are the property of their respective holders as described at www.altera.com/common/legal html. Altera warrants performance of its
semiconductor products to current specifications in accordance with Altera's standard warranty, but reserves the right to make changes to any products and
services at any time without notice. Altera assumes no responsibility or liability arising out of the application or use of any information, product, or service
described herein except as expresslg agreed to in writing by Altera. Altera customers are advised to obtain the latest version of device specifications before relying
on any published information and before placing orders for products or services.

1SO
9001:2008
Registered

Portions © 2011 Cadence Design Systems, Inc. Used with permission. All rights reserved worldwide. Cadence and the Cadence logo are registered trademarks of
Cadence Design Systems, Inc. All others are the property of their respective holders.

Cyclone V Device Handbook
Volume 3: Hard Processor System Technical Reference Manual
November 2012

E‘

Subscribe


http://www.altera.com/common/legal.html
http://www.altera.com/support/devices/reliability/certifications/rel-certifications.html
http://www.altera.com/support/devices/reliability/certifications/rel-certifications.html
https://www.altera.com/servlets/subscriptions/alert?id=cv_54010

10-2

Chapter 10: NAND Flash Controller
NAND Flash Controller Block Diagram and System Integration

NAND Flash Controller Block Diagram and System Integration

Figure 10-1 shows integration of the NAND flash controller in the HPS. The flash
controller receives commands and data from the host through the command and data
slave interface. The host accesses the flash controller’s control and status registers
(CSRs) through the register slave interface. The flash controller handles all command
sequencing and flash device interactions. The bootstrap interface supports
configuration of the NAND flash controller when booting the HPS from NAND flash
memory. The flash controller generates interrupts to the HPS Cortex™'-A9 MPCore"™
processor generic interrupt controller. The DMA master interface provides accesses to
and from the flash controller through the controller's built-in DMA.

Figure 10-1. NAND Flash Controller Block Diagram
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Functional Description of the NAND Flash Controller

This section describes the functionality of the NAND flash controller.

Discovery and Initialization

The NAND flash controller requires a specific initialization sequence after the HPS
receives power and the flash device is stable. During initialization, the flash controller
queries the flash device and configures itself according to one of the following flash
device types:

m ONFI 1.0 compliant devices
m  Legacy (non-ONFI) NAND devices

Cyclone V Device Handbook November 2012  Altera Corporation
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The NAND flash controller identifies ONFI-compliant connected devices using ONFI
discovery protocol, by sending the Read El ectroni ¢ Signature command. For
devices that do not recognize this command (especially for 512-byte page size
devices), software must write to the system manager to assert the

boot strap_512B_devi ce signal to identify the device type before reset is de-asserted.

To support booting and initialization, the r dy_busy_i n pin must be connected. The
NAND flash controller sends the r eset command to the connected device.

The NAND flash controller performs the following initialization steps:

1. If the system manager is asserting boot st rap_i nhi bi t _i ni t, the flash controller
goes directly to step 7.

2. When the device is ready, the flash controller sends the ONFI Read | Dcommand to
read the ONFI signature from the device, to determine whether an ONFI or a
legacy device is connected.

3. If the data returned by the device has an ONFI signature, the flash controller then
reads the device parameter page. The flash controller stores the relevant device
feature information in internal memory control registers, enabling it to correctly
program other registers in the flash device, and goes to step 5.

4. If the data does not have a valid ONFI signature, the flash controller assumes that
it is a legacy (non-ONFI) device. The flash controller then performs the following
steps:

a. Sends thereset command to the device
b. Reads the device signature information
c. Stores the relevant values into internal memory controller registers

5. The flash controller resets the device. At the same time, it verifies the width of the
memory interface. The HPS supports one 8-bit NAND flash device. As a result, the
flash controller always detects an 8-bit memory interface.

6. The flash controller sends the Page Load command to block 0, page 0 of the device,
configuring direct read access, so the processor can boot from that page. The
processor can start reading from the first page of the device, which is the expected
location of the preloader software.

=" The system manager can bypass this step by asserting
boot strap_i nhi bit _b0Op0_| oad before reset is deasserted.

7. The flash controller sends the r eset command to the device.

8. The flash controller sets the value of the r st _conp bit in the i ntr _st at us0 register
in the st at us group.

Bootstrap Interface

The NAND flash controller provides a bootstrap interface that allows software to
override the default behavior of the flash controller. The bootstrap interface contains
four bits, which when set appropriately allow the flash controller to skip the
initialization phase and begin loading from flash memory immediately after reset.
These bits are driven by software through the system manager. They are sampled by
the NAND flash controller when the controller is released from reset.
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=@ TFor more information about the bootstrap interface control bits, refer to the Systen

Manager chapter in volume 3 of the Cyclone V Device Handbook.

Table 10-1 lists the relevant bootstrap setting bits, found in the system manager’s
boot st r ap register, in the nandgr p group. This table also lists recommended bootstrap
settings for a 512 byte page device.

Table 10-1. Recommended Bootstrap Settings for 512 Byte Page Device

Register Value
noi ni t 101)
page512 1
nol oadb0p0 1

m 1—flash device supports two-cycle addressing
m 0—flash device support three-cycle addressing

t wor owaddr

Note to Table 10-1:

(1) When this register is set, the NAND flash controller expects the host to program the related device parameter
registers. For more information, refer to “Configuration by Host”.

Configuration by Host

If the system manager sets boot strap_i nhi bit _i nit to 1, the NAND flash controller
does not perform the discovery and initialization process. In this case, the host
processor must configure the flash controller.

When performance is not a concern in the design, the timing registers can be left
unprogrammed.

Table 10-2 shows the recommended configuration by host settings to enable the basic
read, write, and erase operations for a single-plane, 512 bytes/page device.

Table 10-2. Recommended Bootstrap Settings for 512 Byte Page Device

Register (") Value
devi ces_connect ed 1
device_wi dth 0 indicating an 8-bit NAND flash device
nunber _of _pl anes 1 indicating a single-plane device

The value of this register must reflect the flash device’s page
main area Size.

The value of this register must reflect the flash device’s page
spare area size.

The value of this register must reflect number of pages per
block in the flash device.

devi ce_mai n_area_si ze

devi ce_spare_area_si ze

pages_per _bl ock

Note to Table 10-2:
(1) All registers are in the conf i g group.

Each NAND page has a main area and a spare area. The main area is intended for data
storage. The spare area is intended for ECC and maintenance data, such as wear
leveling information. Each block consists of a group of pages.
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The sizes of the main and spare areas, and the number of blocks in a page, depend on
the specific NAND device connected to the NAND flash controller. Therefore, the
device-dependent registers, devi ce_mai n_ar ea_si ze, devi ce_spar e_ar ea_si ze, and
pages_per _bl ock, must be programmed to match the characteristics of the device.

If your software does not perform the discovery and initialization sequence, the
software must include an alternative method to determine the correct value of the
device-dependent registers. The HPS boot ROM code enables discovery and
initialization by default (that is, boot strap_inhibit_init = 0).

Clocks

Table 10-3 lists the NAND flash controller clock inputs.

Table 10-3. Clock Inputs to NAND Flash Gontroller

Clock Signal Description

nand_x_cl k | Clock for master and slave interfaces and the ECC sector buffer
nand_cl k Clock for the NAND flash controller

The frequency of nand_x_cl k is four times the frequency of nand_cl k.

“ e For more information about the clock inputs, refer to the Clock Manager chapter in

volume 3 of the Cyclone V Device Handbook.

Resets
The NAND flash controller has one reset signal. The reset manager drives this signal
to the NAND flash controller on a cold or warm reset.
Before the NAND flash controller comes out of the reset state, the pin multiplexers for
the flash external interface must be configured.
e

«o For more information about the reset manager, refer to the Reset Manager chapter in
volume 3 of the Cyclone V Device Handbook.

November 2012  Altera Corporation Cyclone V Device Handbook
Volume 3: Hard Processor System Technical Reference Manual


http://www.altera.com/literature/hb/cyclone-v/cv_54002.pdf
http://www.altera.com/literature/hb/cyclone-v/cv_54003.pdf

10-6 Chapter 10: NAND Flash Controller
Functional Description of the NAND Flash Controller

Indexed Addressing

The NAND flash controller uses indexed addressing to reduce the address span
consumed by the flash controller. Indirect addressing is controlled by two registers,
accessed through the command and data slave interface in the nanddat a map, as
described in Table 10-4.

Tahle 10-4. Register Map for Indexed Addressing

Register Name Offset Address Usage

Software writes the 32-hbit control information consisting
of MAP command type, block, and page address. The

upper four bits must be set to 0. For specific usage of the
Control register, refer to Table 10-5 through Table 10-8.

The Dat a register is a page-size window into the NAND
flash. By reading from or writing to locations starting at
Dat a 0x10 this offset, the software reads directly from or writes
directly to the page and block of NAND flash memory
specified by the Cont r ol register.

Control 0x0

The host uses indexed addressing as follows:

1. Program the 32-bit index-address field into the Cont r ol register at offset 0x0 of the
data/command slave port. This action provides the flash address parameters to
the NAND flash controller.

2. Perform 32-bit read or write in the Dat a register at offset 0x10 of the
data/command slave port.

3. Perform additional 32-bit reads and writes if they are in the same page and block
in flash memory.

It is unnecessary to write to the control register for every data transfer if a group of
data transfers targets the same page and block address. For example, you can write
the control register at the beginning of a page with the block and page address, and
then read or write the entire page by directing consecutive transactions to the Dat a
register.

Command Mapping

The NAND flash controller supports several flash controller-specific MAP
commands, providing an abstraction level for programming a NAND flash device. By
using the MAP commands, you can avoid directly programming device-specific
commands. Using this abstraction layer provides enhanced performance. Commands
take multiple cycles to send off-chip. The MAP commands let you initiate commands
and let the flash controller sequence them off-chip to the NAND device.

The NAND flash controller supports the following flash controller-specific MAP
commands:

m MAPO00 Commands—boot-read or buffer read /write during read-modify-write
operations

m MAPO1 Commands—memory arrays read/write

Cyclone V Device Handbook November 2012  Altera Corporation
Volume 3: Hard Processor System Technical Reference Manual



Chapter 10: NAND Flash Controller 10-7
Functional Description of the NAND Flash Controller

m MAP10 Commands—NAND flash controller commands

m MAP11 Commands—Ilow-level direct access

MAP0OO Commands

MAPO00 commands access a page buffer in the NAND flash device. Addressing
always begins at 0x0 and extends to the page size specified by the

devi ce_mai n_ar ea_si ze and devi ce_spar e_ar ea_si ze registers in the confi g group.
You can use this command to perform a boot read. Use MAPOO commands in
read-modify-write (RMW) operations to read or write any word in the buffer. MAP0O
commands allow a direct data path to the page buffer in the device.

The host can access the page buffer directly using the MAPOO commands only if there
are no other MAPO1 or MAP10 commands active on the NAND flash controller.

Table 10-5 lists the address bits as interpreted by the NAND flash controller for a
MAPO0 command.

Tahle 10-5. MAPOO Address Mapping

Address Bits Name Description

31:28 (reserved) Setto 0

27:26 CVD_MAP Setto 0

25:13 (reserved) Setto 0

19:9 BUFF_ADDR I?AZ[; nv;/iud&h;)e:llggen:gcg:lf?g gd}?éﬁass on the memory device.
1:0 (reserved) Setto 0

The usage of this command under normal operations is limited to the following
situations:

m It can be used to perform an Execute-in-Place (XIP) boot from the device; reading
directly from the page buffer while booting directly from the device.

m MAPO00 commands can be used to perform RMW operations where MAPOO writes
are used to modify a read page in the device page buffer. Because the NAND flash
controller does not perform ECC correction during such an operation, this method
is not recommended in an MLC device.

m In association with MAP11 commands, MAP00 commands provide a way for the
host to directly access the device bypassing the hardware abstractions provided by
NAND flash controller with MAP01 and MAP10 commands. This method is also
used for debugging, or for issuing an operation that the flash controller might not
support with MAPO1 or MAP10 commands.

Restrictions:

m MAPO00 commands cannot be used with MAPO1 commands to read part of a page.
Accesses using MAP01 commands must perform a complete page transfer.

m No ECC is performed during a MAP0O data access.

m DMA must be disabled (the f | ag bit of the dra_enabl e register in the dma group
must be set to 0) while performing MAP00 operations.
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MAPO1 Commands

MAPO1 commands transfer complete pages between the host memory and a specific
page of the NAND flash device. Because the NAND flash controller supports only
page addresses, the entire page must be read or written at once. The actual number of
commands required depends on the size of the data transfer. You must use the same
address until the entire page is transferred, even if multiple commands are required.

When the NAND flash controller receives a read command, it issues a load operation
on the device, waits for the load to complete, and then returns read data. Read data
must be read from the start of the page to the end of the page. Write data must be
written from the start of the page to the end of the page.

When the NAND flash controller receives confirmation of the transfer, it issues
commands to program the data into the device. The flash controller ignores the byte
enables for read and write commands and transfers the entire data width.

Table 10-6 lists the address bits as interpreted by the NAND flash controller for a
MAPO1 command.

Table 10-6. MAPO1 Address Mapping

Address Bits Name Description
31:28 (reserved) Setto 0
27:26 CVD_MAP Setto 1
25:24 (reserved) Setto 0
23:<M> (1) BLK_ADDR Block address in the device
(<M>-1):0() PAGE_ADDR Page address in the device

Note to Table 10-6:

(1) <M>depends on the number of pages per block in the device. <M> = ceil ( log2 (<device pages per block>)).

Therefore, use the following values:

32 pages per block: <M>=5

64 pages per block: <M>=6

128 pages per block: <M>=7

256 pages per block: <M>=8

384 pages per block: <M>=9

512 pages per block: <M>=9

The NAND flash controller incorporates ECC on-the-fly correction that corrects data
read from the device internally before transferring the data out from the flash
controller. The ECC sector buffers store data, while the ECC engine computes the
error location.
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Use the MAPO1 command as follows:

m A complete page must be read or written using a MAP01 command. During such
transfers, every transaction from the host must have the same block and page
address. The NAND flash controller internally keeps track of how much of data it
reads or writes.

m MAPO00 commands cannot be used in between using MAP01 commands for
reading or writing a page.

m DMA must be disabled (the f | ag bit of the dra_enabl e register in the dma group
must be set to 0) while the host is performing MAPO1 operations directly. If the
host issues MAP01 commands to the NAND flash controller while DMA is
enabled, the flash controller discards the request and generates an unsup_cmd
interrupt.

MAP10 Commands

MAP10 commands provide an interface to the control plane of the NAND flash
controller. MAP10 commands control special functions of the flash device, such as
erase, lock, unlock, copy back, and page spare area access. Data passed in this
command pathway targets the NAND flash controller rather than the flash device.
Unlike other command types, the data (input or output) related to these transactions
does not affect the contents of the flash device. Rather, this data specifies and
performs the exact commands of the flash controller. Only the lower 16 bits of the
Dat a register contain the relevant information.

Table 10-7 lists the address bits as interpreted by the NAND flash controller for a
MAP10 command.

Table 10-7. MAP10 Address Mapping

Address Bits Name Description
31:28 (reserved) Setto 0
27:26 CVD_MAP Setto 2
25:24 (reserved) Setto 0
23:<M> (1) BLK_ADDR Block address in the device
(<M>-1):0 () PAGE_ADDR Page address in the device

Note to Table 10-7:

(1) <M>depends on the number of pages per block in the device. <M> = ceil ( log2 (<device pages per block>)).

Therefore, use the following values:

32 pages per block: <M>=5

64 pages per block: <M>=6

128 pages per block: <M>=7

256 pages per block: <M>=8

384 pages per block: <M>=9

512 pages per block: <M>=9
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Table 10-8 lists the special functions defined by MAP10 command.
Table 10-8. MAP10 Operations

Command

Function

0x01

Sets block address for erase and initiates operation

0x10

Sets unlock start address

Ox11

Sets unlock end address and initiates unlock

0x21

Initiates a lock of all blocks

0x31

Initiates a lock-tight of all blocks

0x41

Sets up for spare area access

0x42

Sets up for default area access

0x43

Sets up for main+spare area access

0x60

Loads page to the buffer for a RMW operation

0x61

Sets the destination address for the page buffer in RMW operation

0x62

Writes the page buffer for a RMW operation

0x1000

Sets copy source address

0x11<PP>

Sets copy destination address and initiates a copy of <PP> pages

0x20<PP>

Sets up a pipeline read-ahead of <PP> pages

0x21<PP>

Sets up a pipeline write of <PP> pages

Use the MAP10 command as follows:

m MAP10 commands should be used to issue commands to the device, such as erase,
copy-back, lock, or unlock.

m MAP10 pipeline commands should also be used to read or write consecutive
multiple pages from the flash device within a device block boundary. The host
must first issue a MAP10 pipeline read or write command and then issue MAP01
commands to do the actual data transfers. The MAP10 pipeline read or write
command instructs the NAND flash controller to use high-performance
commands such as cache or multiplane because the flash controller has knowledge
of multiple consecutive pages to be read. The pages must not cross a block
boundary. If a block boundary is crossed, the flash controller generates an
unsupported command (unsup_cnd) interrupt and drops the command.

m  Up to four pipeline read or write commands can be issued to the NAND flash

controller.

m  While the NAND flash controller is performing MAP10 pipeline read or write
commands, DMA must be disabled (the f| ag bit of the dma_enabl e register in the
dma group must be set to 0). DMA must be disabled because the host is directly
transferring data from and to the flash device through the flash controller.

MAP11 Commands

MAP11 commands provide direct access to the NAND flash controller’s address and
control cycles, allowing software to issue the commands directly to the flash device
using the Conmand and Dat a registers. The MAP11 command is useful if the flash
device supports a device-specific command not supported by standard flash
commands. It can also be useful for low-level debugging.

Cyclone V Device Handbook
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=

MAP11 commands provide a direct control path to the flash device. These commands
execute command, address, and data read /write cycles directly on the NAND device
interface. Command, address, and write data values are placed in the Dat a register.
On a read, the returned data also appears in the Dat a register. The indirect address
register encodes the control operation type. Command and address cycles to the
device must be a write transaction on the host bus. For data cycles, the type of
transaction on the host bus (read/write) determines the data cycle type on the device
interface. The host can issue only single-beat accesses to the data slave port while
using MAP11 commands.

Table 10-9 lists the address bits as interpreted by the NAND flash controller for a
MAP11 command.

Tahle 10-9. MAP11 Addressing Mapping

Address Bits Name Description
31:28 (reserved) Setto 0
27:26 CVD_MAP Setto 3
25:2 (reserved) Setto 0

Sets the control type as follows:
m 0=Command cycle

m 1= Address cycle

m 2 = Data Read/Write Cycle

1:0 TYPE

Use the MAP11 command as follows:

m Use MAP11 commands only in special cases, for debugging or sending
device-specific commands that are not supported by the NAND flash controller.

m DMA must be disabled before you use MAP11 operations.
m The host can use only single beat access transfers when using MAP11 commands.

MAP11 commands provide direct, unstructured access to the NAND flash device.
Incorrect use can lead to unpredictable behavior.

Data DMA

The DMA transfers data with minimal host involvement. Software initiates data DMA
with the MAP10 command.

The f | ag bit of the dma_enabl e register in the dma group enables data DMA
functionality. Only enable or disable this functionality when there are no active
transactions pending in the NAND flash controller. When the DMA is enabled, the
flash controller initiates one DMA transfer per MAP10 command over the DMA
master interface. When the DMA is disabled, all operations with the flash controller
occur through the data/command slave interface.
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The NAND flash controller supports up to four outstanding DMA commands, and
ignores additional DMA commands. If software issues more than four outstanding
DMA commands, the flash controller issues the unsup_cnt interrupt. On receipt of a
DMA command, the flash controller performs command sequencing to transfer the
number of pages requested in the DMA command. The DMA master reads or writes
page data from the system memory in programmed burst-length chunks. After the
DMA command completes, the flash controller issues an interrupt, and starts working
on the next queued DMA command.

Pipelining allows the NAND flash controller to optimize its performance while
executing back-to-back commands of the same type.

With certain restrictions, non-DMA MAP10 commands can be issued to the NAND
flash controller while the flash controller is servicing DMA transactions. MAP0O,
MAPO1, and MAP11 commands cannot be issued while DMA mode is enabled
because the flash controller is operating in an extremely tightly-coupled,
high-performance data transfer mode. On receipt of erroneous commands (MAP00,
MAPO1 or MAP11), the flash controller issues an unsup_cnd interrupt to inform the
host about the violating command.

When the host issues a data DMA command the NAND flash controller transfers data
between the flash device and host memory if data DMA is enabled (the f | ag bit of the
dma_enabl e register in the dma group is set to 1). On the completion of the transfer the
flash controller informs the host by asserting an interrupt.

m A data DMA command is a type of MAP10 command. This command is
interpreted by the data DMA engine and not by the flash controller core.

m No MAP01, MAPOO, or MAP11 commands are allowed when DMA is enabled.

m Before the flash controller can accept data DMA commands, DMA must be
enabled by setting the f | ag bit of the dma_enabl e register in the dma group.

m When DMA is enabled and the DMA engine initiates data transfers, ECC can be
enabled for as-needed data correction concurrent with the data transfer.

m MAP10 commands are used along with data movements similar to MAPO1
commands.

m  With the exception of data DMA commands and MAP10 pipeline read and write
commands, all other MAP10 commands such as erase, lock, unlock, and copy-back
are forwarded to the flash controller.

B Atany time, up to four outstanding data DMA commands can be handled by flash
controller. During multi-page operations, the DMA transfer must not cross a flash
block boundary. If it does, the flash controller generates an unsupported command
(unsup_cnd) interrupt and drops the command.

m Data DMA commands are typically multi-page read and write commands with an
associated pointer in host memory. The multi-page data is transferred to or from
the host memory starting from the host memory pointer.

m Data DMA uses the f| ash_bur st _| engt h register in the dma group to determine
the burst length value to drive on the interconnect. The data DMA hardware does
not account for the interconnect’s boundary crossing restrictions. The host must
initialize the starting host address so that the DMA master burst does not cross a
4 KB boundary.
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There are two methods for initiating a DMA transaction: the multitransaction DMA
command, and the burst DMA command.

Multitransaction DMA Command

To initiate DMA with a multitransaction DMA command, you send four
command-data pairs to the NAND flash controller’s data and control slave port, as
shown in Table 10-10 through Table 10-13.

The NAND flash controller processes multitransaction DMA commands only if it
receives all four command-data pairs in order. The flash controller responds to
out-of-order commands with an unsup_cnt interrupt. The flash controller also
responds with an unsup_cnt interrupt if sequenced commands are interleaved with
other flash controller MAP commands.

Table 10-10 through Table 10-13 show the format of each command-data pair.

Table 10-10. Command-Data Pair 1

31:28 27:26 | 25:24 23:<M> (1 (<M>-1):0()
Command | 0x0 0x2 | 0x0 | Block address Page address
31:16 15:12 11:8 7:0
0x0 = Read
Data 0x0 0x2 | <PP>= Number of pages
0x1 = Write

Note to Table 10-10:

(1) <M>depends on the number of pages per block in the device. <M> = ceil ( log2 (<device pages per block>)). Therefore, use the following

values:

32 pages per block: <M>=5

64 pages per block: <M>=6

128 pages per block: <M>=7

256 pages per block: <M>=8

384 pages per block: <M>=9

512 pages per block: <M>=9

Table 10-11. Command-Data Pair 2

31:28 27:26 | 25:24 23:8 7:0
Command | 0x0 0x2 | 0x0 | memory address high (7 0x0
31:16 15:12 11:8 7:0
Data 0x0 0x2 0x2 0x0
Note to Table 10-11:
(1) The buffer address in host memory, which must be aligned to 32 bits
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Table 10-12. Command-Data Pair 3

31:28 27:26 | 25:24 23:8 7:0
Command | 0x0 0x2 | 0x0 | memory address low (7 0x0
31:16 15:12 11:8 7:0
Data 0x0 0x2 0x3 0x0
Note to Table 10-12:
(1) The buffer address in host memory, which must be aligned to 32 bits

Table 10-13. Command-Data Pair 4

31:28

27:26 | 25:24 23:17 1

15:8 7:0

Command

0x0

0x2 | 0x0 | 0x0 Burst length 0x0

INT (")

31:16 15:12 11:8 7:0

Data

0x0

0x2 0x4 0x0

Note to Table 10-13:

(1) INT specifies the host interrupt to be generated at the end of the complete DMA transfer. INT controls the value of the dna_cnd_conp bit of the
i ntr_statusO register in the st at us group at the end of the DMA transfer. INT can take on one of the following values:
0—Do not interrupt host. The dna_cnd_conp bit is set to 0.
1—Interrupt host. The dma_cnd_conp bit is set to 1.

Cyclone V Device Handbook
Volume 3: Hard Processor System Technical Reference Manual

For more information, refer to “Indexed Addressing” on page 10-6.

If you want the NAND flash controller DMA to perform cacheable accesses then you
must configure the cache bits by writing the | 3mast er register in the nandgr p group in
the system manager. The NAND flash controller DMA must be idle before you use the
system manager to change its cache capabilities.

For more information about the system manager, refer to the Systerm Manager chapter
in volume 3 of the Cyclone V Device Handbook.

You can issue non-DMA MAP10 commands while the NAND flash controller is in
DMA mode. For example, you might trigger a host-initiated page move between
DMA commands, to achieve wear leveling. However, do not interleave non-DMA
MAP10 commands between the command-data pairs in a set of multitransaction
DMA commands. You must issue all four command-data pairs shown in Table 10-10
through Table 10-13 before sending a different command.

Do not issue MAP00, MAPO1 or MAP11 commands while DMA is enabled.

MAP10 commands in multitransaction format are written to the Dat a register at offset
0x10 in nanddat a, the same as MAP10 commands in increment four (INCR4) format
(described in “Burst DMA Command”).

November 2012  Altera Corporation
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Burst DMA Gommand

You can initiate a DMA transfer by sending a command to the NAND flash controller
as a burst transaction of four 16-bit accesses. This form of DMA command might be
useful for initiating DMA transfers from custom IP in the FPGA fabric. Most
processor cores cannot use this form of DMA command, because they cannot control
the width of the burst.

When DMA is enabled, the NAND flash controller recognizes the MAP10 pipeline
DMA command, in the format shown in Table 10-14, as an INCR4 command. The
address decoding for MAP10 pipeline DMA command remains the same, as shown in
Table 10-7 on page 10-9. Table 10-14 lists the MAP10 burst DMA command structure.
The burst DMA command carries the same information as the multitransaction DMA
command-data pairs, but in a very different format.

MAP10 commands in INCR4 format are written to the Dat a register at offset 0x10 in
nanddat a, the same as MAP10 commands in multitransaction format (described in
“Multitransaction DMA Command”).

Table 10-14. MAP10 Burst DMA (INCR4) Gommand Structure

DataBeat | 15

14 | 13 (12 | 11 | 10 | 9 8 7 6 5 4 3 2 1 0

Beat 0 0x2

0x0: read, Ox1: write <PP>= number of pages

Beat 1 (7 memory address high

Beat 2 (1) memory address low

Beat 3 0x0

INT | Burst length
(2)

Notes to Tahle 10-14:

(1) The buffer address in host memory, which must be aligned to 32 bits

(2) INT specifies the host interrupt to be generated at the end of the complete DMA transfer. INT controls the value of the dna_cnd_conp bit of the
i ntr_statusO register in the st at us group at the end of the DMA transfer. INT can take on one of the following values:
0—Do not interrupt host. The dna_cnd_conp bit is set to 0.
1—Interrupt host. The dma_cnd_conp bit is set to 1.

ECC

You can optionally send the 16-bit fields in Table 10-14 to the NAND flash controller
as four separate bursts of length 1 in sequential order. Altera recommends this
method.

If you want the NAND flash controller DMA to perform cacheable accesses then you
must configure the cache bits by writing the | 3mast er register in the nandgr p group in
the system manager. The NAND flash controller DMA must be idle before you use the
system manager to modify its cache capabilities.

For more information about the system manager, refer to the Systerm Manager chapter
in volume 3 of the Cyclone V Device Handbook.

The NAND flash controller incorporates ECC logic to calculate and correct bit errors.
The flash controller uses a Bose-Chaudhuri-Hocquenghem (BCH) algorithm for
detection of multiple errors in a page.
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The NAND flash controller supports 512- and 1024-byte ECC sectors. The flash
controller inserts ECC check bits for every 512 or 1024 bytes of data, depending on the
selected sector size. After 512 or 1024 bytes, the flash controller writes the ECC check
bit information to the device page.

ECC information is striped in between 512 or 1024 bytes of data across the page. The
NAND flash controller reads ECC information in the same pattern and the presence of
errors is calculated according to 512 or 1024 bytes of data read.

Table 10-15 lists the relationship between different correction capabilities, sector sizes,
and the required check-bit sizes written into the spare area.

Table 10-15. Correction Capability, Sector Size, and Check-bit Size

Correction Sector Size in Bytes Check-bit Size in Bytes
4 512 8
8 512 14
16 512 26
24 1024 46

The NAND flash controller provides the following ECC programming modes that
software uses to format a page:

® Main Area Transfer Mode
m Spare Area Transfer Mode

m Main+Spare Area Transfer Mode

Main Area Transfer Mode

In main area transfer mode, when ECC is enabled, the NAND flash controller inserts
ECC check bits in the data stream on writes and strips ECC check bits on reads.
Software does not need to manage the ECC sectors when writing a page. ECC
checking is performed by the flash controller, so software simply transfers the data.

If ECC is turned off, the NAND flash controller does not read or write ECC check bits.
Figure 10-2 shows the main area transfer mode programming model.
Figure 10-2. Main Area Transfer Mode Programming Model for ECC

Sector 0 Sector 1 Sector 2 Sector 3

Spare Area Transfer Mode

The NAND flash controller does not introduce or interpret ECC check bits in spare
area transfer mode, and acts as pass through for data transfer. Figure 10-3 shows the
spare area transfer mode programming model.

Figure 10-3. Spare Area Transfer Mode Programming Model for ECC

Sector 3 ECC3 Flags

November 2012  Altera Corporation

Volume 3: Hard Processor System Technical Reference Manual



Chapter 10: NAND Flash Controller 10-17
Functional Description of the NAND Flash Controller

Main+Spare Area Transfer Mode

In main+spare area transfer mode, the NAND flash controller expects software to
format a page as shown in Figure 10—4. When ECC is enabled during a write
operation, the flash controller-generated ECC check bits replace the ECC check bit
data provided by software. During read operations, the flash controller forwards the
ECC check bits from the device to the host. If ECC is disabled, page data received
from the software is written to the device, and read data received from the device is
forwarded to the host.

Figure 10-4. Main+Spare Area Transfer Mode Programming Model for ECC

Sector 0

ECCO Sector 1 ECC1 Sector 2 ECC2 Sector 3 ECC3 Flags

Preserving Bad Block Markers

When flash device manufacturers test their devices at the time of manufacture, they
mark any bad device blocks that are found. Each bad block is marked at specific,
known offsets, typically at the base of the spare area. A bad block marker is any byte
value other than 0xFF (the normal state of erased flash).

Bad block markers can be overwritten by the last sector data in a page when ECC is
enabled. This happens because the NAND flash controller also uses the main area of a
page to store ECC information, which causes the last sector to spill over into the spare
area. It is necessary for the system to preserve the bad block information prior to
writing data, to ensure the correct identification of bad blocks in the flash device.

You can configure the NAND flash controller to skip over a specified number of bytes
when it writes the last sector in a page to the spare area. This option allows the flash
controller to preserve bad block markers. To use this option, write the desired offset to
the spar e_ar ea_ski p_byt es register in the confi g group. For example, if the device
page size is 2 KB, and the device manufacturer stores the bad block markers in the
first two bytes in the spare area, set the spar e_ar ea_ski p_byt es register to 2. When
the flash controller writes the last sector of the page that overlaps with the spare area,
it starts at offset 2 in the spare area, skipping the bad block marker at offset 0. A value
of 0 (default) specifies that no bytes are skipped. The value of spar e_ar ea_ski p_byt es
must be an even number. For example, if the bad block marker is a single byte, set
spare_area_skip_bytes to 2.

In main area transfer mode, the NAND flash controller does not skip the bad block
marker. Instead, it overrides the bad block marker with the value programmed in the
spare_ar ea_mar ker register in the confi g group. This 8-bit register is used in
conjunction with the spar e_ar ea_ski p_byt es register in the confi g group to
determine which bytes in the spare area of a page should be written with a the new
marker value. For example, to mark a block as good set the spar e_ar ea_nar ker
register to OxFF and set the spar e_ar ea_ski p_byt es register to the number of bytes
that the marker should be written to, starting from the base of the spare area.

In the spare area transfer mode, the NAND flash controller ignores the
spare_ar ea_ski p_byt es and spar e_ar ea_mar ker registers. The flash controller
transfers the data exactly as received from the host or device.
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In the main+spare area transfer mode, the NAND flash controller starts writing the
last sector in a page into the spare area, starting at the offset specified in the

spar e_ar ea_ski p_byt es register. However, the area containing the bad block
identifier information is overwritten by the data the host writes into the page. The
host writes both the data sectors and the bad block markers. The flash controller
depends on the host software to set up the bad block markers properly before writing
the data.

For more information about the formatting of this data, refer to Figure 10-4 on
page 10-17.

Figure 10-5 shows an example of how the NAND flash controller can skip over a bad
block marker. In this example, the flash device has a 2-KB page with a 64-byte spare
area. A 14-byte sector ECC is shown, with 8 byte per sector correction.

Figure 10-5. Bad Block Marker

- Bad Block Marker
. 2-KByte Main Area - 64-Byte Spare Area g
Sector 0 ECCO Sector 1 ECC1 Sector 2 ECC2 Sector 3 Sector 3 ECC3 | OtherFlags
512Bytes 14 Bytes  512Bytes 14 Bytes 512Bytes 14 Bytes 470 Bytes 2Bytes 42 Bytes 14 Bytes 6 Bytes

(Skip)

Cyclone V Device Handbook

“ e TFor detailed information about configuring the NAND flash controller for default,

spare, or main+spare area transfer mode, refer to “Transfer Mode Operations” on
page 10-25.

Error Correction Status

The ECC error correction information (ECCCor | nf o_b01) register, in the ecc group,
contains error correction information for each read or write that the NAND flash
controller performs. The ECCCor | nf 0_b01 register contains ECC error correction
information in the max_errors_b0 and uncor _err _hO0 fields.

At the end of data correction for the transaction in progress, ECCCor | nf 0_b01 holds the
maximum number of corrections applied to any ECC sector in the transaction. In
addition, this register indicates whether the transaction as a whole has correctable
errors, uncorrectable errors, or no errors at all. A transaction has no errors when none
of the ECC sectors in the transaction has any errors. The transaction is marked as
uncorrectable if any one of the sectors is uncorrectable. The transaction is marked as
correctable if any one sector has correctable errors and none is uncorrectable.

At the end of each transaction, the host must read this register. The value of this
register provides data to the host about the block. The host can take corrective action
after the number of correctable errors encountered reaches a particular threshold
value.
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Interface Signals

Table 10-16 lists I/ O pin use for the NAND flash interface signals.

Table 10-16. NAND Flash Interface Signals

Signal Width 1/0 Description
ad 8 infout Command, address and data for the flash device
ale 1 out Address latch enable
ce_n 1 out Output Active-low chip enable
cle 1 out Command latch enable
ren 1 out Active-low read enable signal
rb 1 in Ready/busy signal
we_n 1 out Active-low write enable signal
wp_n 1 out Active-low write protect signal

The HPS 1/0O pins support a single x8 device.

NAND Flash Controller Programming Model

=

This section describes how the NAND flash controller is to be programmed by
software running on the microprocessor unit (MPU).

If you write a configuration register and follow it up with a data operation that is
dependent on the value of this configuration register, Altera recommends that you
read the value of the register before performing the data operation. This read
operation ensures that the posted write of the register is completed and takes effect
before the data operation is issued to the NAND flash controller.

Basic Flash Programming

This section describes the steps that must be taken by software to access and control
NAND flash controller.

NAND Flash Controller Optimization Sequence

The software must configure the flash device for interrupt or polling mode, using the
bankO0 bit of the r b_pi n_enabl ed register in the conf i g group. If the device is in polling
mode, the software must also program the additional registers, to select the times and
frequencies of the polling. Program the following registers in the conf i g group:

m  Set the rb_pi n_enabl ed register to the desired mode of operation for each flash
device.

m For polling mode, set the | oad_wai t _cnt register to the appropriate value
depending on the speed of operation of the NAND flash controller, and the
desired wait value.

m For polling mode, set the program wai t _cnt register to the appropriate value by
software depending on the speed of operation of the NAND flash controller, and
the desired wait value.
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m For polling mode, set the er ase_wai t _cnt register to the appropriate value by
software depending on the speed of operation of the NAND flash controller, and
the desired wait value.

m For polling mode, set the i nt _non_cyccnt register to the appropriate value by
software depending on the speed of operation of the NAND flash controller, and
the desired wait value.

At any time, the software can change any flash device from interrupt mode to polling
mode or vice-versa, using the bank0 bit of the r b_pi n_enabl ed register.

The software needs to ensure that the particular flash device does not have any
outstanding transactions before changing the mode of operation for that particular
flash device.

Device Initialization Sequence

At initialization, host software must program the following registers in the confi g
group:

m Set the devi ces_connect ed register to 1.

m  Set the devi ce_wi dt h register to 8

m Set the devi ce_mmai n_ar ea_si ze register to the appropriate value.

m Set the devi ce_spare_ar ea_si ze register to the appropriate value.

m  Set the pages_per_bl ock register according to the parameters of the flash device.
m  Set the nunber _of _pl anes register according to the parameters of the flash device.

m If the device allows two ROW address cycles, the f| ag bit of the
two_row_addr _cycl es register must be set to 1. The host program can ensure this
condition either of the following ways:

m  Set the f| ag bit of the boot st rap_two_r ow_addr _cycl es register to 1 prior to
the NAND flash controller’s reset initialization sequence, causing the flash
controller to initialize the bit automatically.

m  Set the f| ag bit of the t wo_r ow_addr _cycl es register directly to 1.
m Clear the chi p_enabl e_dont _car e register in the confi g group to 0.

The NAND flash controller can identify the flash device features, allowing you to
initialize the flash controller registers to interface correctly with the device, as
described in “Discovery and Initialization” on page 10-2.

However, a few NAND devices do not follow any universally accepted identification
protocol. If connected to such a device, the NAND flash controller cannot identify it
correctly. If you are using such a device, your software must use other means to
ensure that the initialization registers are set up correctly.
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Device Operation Control

This section provides a list of registers that you need to program while choosing to
use multi-plane or cache operations on the device. If the device does not support
multi-plane operations or cache operations, then these registers can be left at their
power-on reset values with no impact on the functionality of the NAND flash
controller. Even if the device supports these sequences, the software may choose not
to use these sequences and can leave these registers at their power-on reset values.

Program the following registers in the confi g group to achieve the best performance
from a given device:

m Setflag bitin the nul ti pl ane_oper ati on register in the confi g group to 1 if the
device supports multi-plane operations to access the data on the flash device
connected to the NAND flash controller. If the flash controller is set up for
multi-plane operations, the number of pages to be accessed is always a multiple of
the number of planes in the device.

m If the NAND flash controller is configured for multi-plane operation, and if the
device has support for multi-plane read command sequence, then set the
mul ti pl ane_r ead_enabl e register in the confi g group.

m If the device implements multiplane address restrictions, set the f| ag bit in the
mul tipl ane_addr _restrict register to 1.

m Initialize the di e_mask and first _bl ock_of _next _pl ane registers as per device
requirements.

m If the device supports cache command sequences, enable the cache_write_enabl e
and cache_r ead_enabl e registers in the confi g group.

m Clear the f | ag bit of the copyback_di sabl e register in the conf i g group to 0 if the
device does not support the copyback command sequences. The register defaults
to enabled state.

m Theread_node, wite_npde and copyback_node registers, in the confi g group,
currently need not be written by software, because the NAND flash controller is
capable of using the correct sequences based on a combination of some
multi-plane or cache-related settings of the NAND flash controller and the
manufacturer ID. If at some future time these settings change, program the
registers to accommodate the change.

ECC Enabling

Before you start any data operation on the flash device, you need to decide whether
you want to have the ECC enabled or disabled. If the ECC needs to be enabled, then
set up the appropriate correction level depending on the page size and the spare area
available on the device.

Set the f | ag bit in the ecc_enabl e register in the confi g group to 1 to enable ECC. If
enabled, the following registers in the conf i g group need to be programmed
accordingly, else they can be ignored.

m Initialize the ecc_correcti on register to the appropriate correction level.

m Program the spare_ar ea_ski p_byt es and spar e_ar ea_nar ker registers in the
confi g group if the software needs to preserve the bad block marker.

For detailed information about ECCs, refer to “ECC” on page 10-15.
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NAND Flash Controller Performance Registers

These registers specify the size of the bursts on the device interface, which maximizes
the overall performance on the NAND flash controller.

Initialize the f | ash_bur st _| engt h register in the dma group to a value which
maximizes the performance of the device interface by minimizing the number of
bursts required to transfer a page.

Interrupt and DMA Enabling

Prior to initiating any data operation on the NAND flash controller, the software must
set appropriate interrupt status register bits. If the software chooses to use the DMA
logic in the flash controller, then the appropriate DMA enable and interrupts bits in
the register space must be set.

m  Set the f| ag bit in the gl obal _i nt _enabl e register in the confi g group to 1, to
enable global interrupt.

m Set the relevant bits of the i nt r_en0 register in the st at us group to 1 before
sending any operations if the flash controller is in interrupt mode.

m  Enable DMA if your application needs DMA mode. Enable DMA by setting the
f1 ag bit of the dra_enabl e register in the dma group. Altera recommends that the
software reads back this register to ensure that the mode change is accepted before
sending a DMA command to the flash controller.

m If the DMA is enabled, then set up the appropriate bits of the dma_i nt r _en register
in the dma group.

Order of Interrupt Status Bits Assertion

The following interrupt status bits, in the i nt r _st at us0 register in the st at us group,
are listed in the order of interrupt bit setting:

1. time_out —All other interrupt bits are set to 0 when the watchdog ti me_out bit is
asserted.

2. dme_cnd_conp—This interrupt status bit is the last to be asserted during a DMA
operation to transfer data. This bit signifies the completion of data transfer
sequence.

3. pi pe_cpybck_cnd_conp—This bit is asserted when a copyback command or the
last page of a pipeline command completes.

4. | ocked_bl k—This bit is asserted when a program (or erase) is performed on a
locked block.

5. I NT_act —No relationship with other interrupt status bits. Indicates a transition
from 0 to 1 on the r eady_busy pin value for that flash device.

6. rst_conp—No relationship with other interrupt status bits. Occurs after a reset
command has completed.

7. For an erase command:
a. erase_fail (if failure)

b. erase_conp
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8. For a program command:
a. | ocked_bl k (if performed on a locked block)
b. pipe_cnmd_err (if the pipeline sequence is broken by a MAP01 command)
c. page_xfer_inc (at the end of each page data transfer)
d. programfail (if failure)
e. pipe_cpybck cnd_conp
f. program conp
g. dma_cnd_conp (If DMA enabled)
9. For a read command:
a. pipe_cnd_err (if the pipeline sequence is broken by a MAP01 command)
b. page_xfer_inc (at the end of each page data transfer)
c. pipe_cpybck_cnd_conp
d. load_conp
e. ecc_uncor_error (if failure)

f. dma_cnd_conp (If DMA enabled)

Timing Registers

You must optimize the following registers for your flash device’s speed grade and
clock frequency. The NAND flash controller operates correctly with the power-on
reset values. However, functioning with power-on reset values is a non-optimal mode
that provides loose timing (large margins to the signals).

Set the following registers in the conf i g group to optimize the NAND flash controller
for the speed grade of the connected device and frequency of operation of the flash
controller:

B twhr2 and we 2 re

m tcwaw and_addr 2 data
B ore 2 we

B acc_clks

B rdw _en_lo _cnt

m rdw _en_hi_cnt

m nmax_rd_del ay

B cs_setup_cnt

mre2re
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Registers to Ignore

You do not need to initialize the following registers in the confi g group:

m Thetransfer_spare_reg register. The data transfer mode can be initialized using
MAP10 commands.

m Thewite_protect register need not be initialized unless you are testing the write
protection feature.

Flash-Related Special Function Operations

This section describes all the special functions that can be performed on the flash
memory. The functions are defined by MAP10 commands as described in “Command
Mapping” on page 10-6.

Erase Operations

Before data can be written to flash, an erase cycle must occur. The NAND flash
memory controller supports single block and multi-plane erases. The controller
decodes the block address from the indirect addressing shown in Table 10-7 on
page 10-9.

Single Block Erase

A single command is needed to complete a single-block erase, as follows:

1. Write to the command register, setting the CMD_MAP field to 2 and the BLK_ADDR field
to the desired erase block.

2. Write 0x01 to the Dat a register.

For a single block erase, the register nul ti pl ane_oper at i on in the confi g group must
be reset.

After device completes erase operation, the controller generates an er ase_conp
interrupt. If the erase operation fails, the erase_f ai | interrupt is issued. The failing
block's address is updated in the err _bl ock_addr 0 register in the st at us group.

Multi-Plane Erase

For multi-plane erases, the nunber _of _pl anes register in the confi g group holds the
number of planes in the flash device, and the block address specified must be aligned
to the number of planes in the device. The NAND flash controller consecutively
erases each block of the memory, up to the number of planes available. Issue this
command as follows:

1. Write to the command register, setting the CMD_MAP field to 2 and the BLK_ADDR field
to the desired erase block.

2. Write 0x01 to the Dat a register.

For multi-plane erase, the register nul ti pl ane_oper ati on in the conf i g group must
be set.

After the device completes erase operation on all planes, the NAND flash controller
generates an er ase_conp interrupt. If the erase operation fails on any of the blocks in a
multi-plane erase command, an erase_f ai | interrupt is issued. The failing block's
address is updated in the err _bl ock_addr 0 register in the st at us group.
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Lock Operations
The NAND flash controller supports the following features:

m Flash locking—The NAND flash controller supports all flash locking operations.

The flash device itself might have limited support for these functions. If the device
does not support locking functions, the flash controller ignores these commands.

m  Lock-tight—With the lock-tight feature, the NAND flash controller can prevent
lock status from being changed. After the memory is locked tight, the flash
controller must be reset before any flash area can be locked or unlocked.

Unlocking a Span of Memory Blocks

To unlock several blocks of memory, perform the following steps:

1. Write to the command register, setting the CMD_MAP field to 2 and the BLK_ADDR field
to the starting address of the area to unlock.

2. Write 0x10 to the Dat a register.

3. Write to the command register, setting the CVMD_MAP field to 2 and the BLK_ADDR field
to the ending address of the area to unlock.

4. Write 0x11 to the Dat a register.
When unlocking a range of blocks, the start block address must be less than the end

block address. Otherwise, the NAND flash controller exhibits undetermined behavior.

Locking All Memory Blocks

To lock the entire memory:

1. Write to the command register, setting the CMD_MAP field to 2 and the BLK_ADDR field
to any memory address.

2. Write 0x21 to the Dat a register.

Setting Lock-Tight on All Memory Blocks

After the lock-tight is applied, unlocked areas cannot be locked, and locked areas
cannot be unlocked.

To lock-tight the entire memory:

1. Write to the command register, setting the CMD_MAP field to 2 and the BLK_ADDR field
to any memory address.

2. Write 0x31 to the Dat a register.

To disable the lock-tight, reset the memory controller.

Transfer Mode Operations

You can configure the NAND flash controller in one of the following modes of data
transfer:

m Default area transfer mode
m Spare area transfer mode

® Main+spare area transfer mode
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The NAND flash controller determines the default transfer mode from the setting of
transfer_spare_reg register in the confi g group. Use MAP10 commands to
dynamically change the transfer mode from the existing mode to the new mode. All
subsequent commands are in the new mode of transfer. You must consider that
transfer modes can be changed at logical data transfer boundaries. For example:

m At the beginning or end of a page in case of single page read or write.

B At the beginning or end of a complete multi-page pipeline read or write
command.

Refer to"MAP10 Commands” on page 10-9 for detailed information about the
MAP10 commands. Table 10-17 lists the functionality of the MAP10 transfer mode
commands, and their mappings to the t r ansf er _spar e_r eg register in the confi g

group.

Table 10-17. transfer_spare_reg and MAP10 Transfer Mode Commands

0 0x42 Main ()

0 0x41 Spare

0 0x43 Main+spare

1 0x42 Main+spare (7
1 0x41 Spare

1 0x43 Main+spare

Note to Table 10-17:

(1) Default access mode (0x42) maps to either main (only) or main+spare mode, depending on the value of
transfer_spare_reg.

Configure for Default Area Access

You only need to configure for default area access if the transfer mode was previously
changed to spare area or main+spare area. To configure default area access:

1. Write to the command register, setting the CMD_MAP field to 2 and the BLK_ADDR field
to any block.

2. Write 0x42 to the Dat a register.

The NAND flash controller determines the default area transfer mode from the setting
of the transf er_spare_r eg register in the confi g group. If it is set to 1, then the
transfer mode becomes main+spare area, otherwise it is main area.

Configure for Spare Area Access

To access only the spare area of the flash device, use the MAP10 command to set up
the NAND flash controller to read or write only the spare area on the device. After the
flash controller is set up, use MAP01 read and write commands to access the spare
area of the appropriate block and page addresses. To configure the NAND flash
controller to access the spare area only, perform the following steps:

1. Write to the command register, setting the CMD_MAP field to 2 and the BLK_ADDR field
to the target block.

2. Write 0x41 to the Dat a register.
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Configure for Main+Spare Area Access

To configure the NAND flash controller to access the main+spare area:

1. Write to the command register, setting the CMD_MAP field to 2 and the BLK_ADDR field
to the target block.

2. Write 0x43 to the Dat a register.

Read-Modify-Write Operations

To read a specific page or modify a few words, bytes, or bits in a page, use the RMW
operations. A read command copies the desired data from flash memory to a page
buffer. You can then modify the information in the buffer using MAPO0O buffer read
and write commands and issue another command to write that information back to
the memory.

The read-modify-write command operates on an entire page. This command is also
useful for a copy type operation, where most of a page is saved to a new location. In
this type of operation, the NAND flash controller reads the data, modifies a specified
number of words in the page, and then writes the modified page to a new location.

Il =~ Because the data is modified within the page buffer of the flash device, the NAND
flash controller ECC hardware is not used in RMW operations. Software must update
the ECC during RMW operations.

"=~ For a read-modify-write command to work with hardware ECC, the entire page must
be read into system memory, modified, then written back to flash without relying on
the RMW feature.

Read-Modify-Write Operation Flow
1. The flow starts by reading a page from the memory:
m  Write to the command register, setting the CMD_MAP field to 2 and the BLK_ADDR
field to the starting address of the desired block.
m  Write 0x60 to the Dat a register.
This step makes the page available to you in the page buffer in the flash device.
2. Next provide destination page address:
m  Write to the command register, setting the CMD_MAP field to 2 and the BLK_ADDR
field to the destination address of the desired block.
m  Write 0x61 to the Dat a register.
This step initiates the page program and provides the destination address to the
device.
3. Use MAPOO page buffer read and write commands to modify the data in the page
buffer.
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4. Write the page buffer data back to memory:

m  Write to the command register, setting the CVMD_MAP field to 2 and the BLK_ADDR
field to the same destination address.

m  Write 0x62 to the Dat a register.
This step performs the write.

After the device completes the load operation, the NAND flash controller issues a
| oad_conp interrupt. A program conp interrupt is issued when the host issues the
write command and the device completes the program operation.

If the page program operation (as a part of an RMW operation) results in a program
failure in the device, program f ai | interrupt is issued. The failing page's block and
page address is updated in the err _bl ock_addr 0 and err _page_addr 0 registers in the
stat us group.

Copy-back Operations

The NAND flash controller supports copy back operations. However, the flash device
might have limited support for this function. If you attempt to perform a copy-back
operation on a device that does not support copy-back, the NAND flash controller
triggers an interrupt. An interrupt is also triggered if the source block is not specified
before the destination block is specified, or if the destination block is not specified in
the next command following a source block specification.

The NAND flash controller cannot do ECC validation in case of copy-back
commands. The flash controller copies the ECC data, but does not check it during the
copy operation. Altera recommends that you use copy-back only if the ECC
implemented in the flash controller is strong enough so that the next access can
correct accumulated errors.

The 8-bit value <PP> specifies the number of pages for copy-back. With this feature,
the NAND flash controller can copy multiple consecutive pages with a single
command. When you issue a copy-back command, the flash controller performs the
operation in the background. The flash controller puts other commands on hold until
the current copy-back completes.

For a multi-plane device, if the f | ag bit in the nul ti pl ane_oper at i on register in the
confi g group is set to 1, multi-plane copy-back is available as an option. In this case,
the block address specified must be plane-aligned and the value <PP> must specify
the total number of pages to copy as a multiple of the number of planes. The block
address continues incrementing, keeping the page address fixed, for the total number
of planes in the device before incrementing the page address.

A pi pe_cpyback_cnd_conp interrupt is generated when the flash controller has
completed copy-back operation of all <PP> pages. If any page program operation (as
a part of copy back operation) results in a program failure in the device, the
program fail interrupt is issued. The failing page's block and page address is
updated in the err _bl ock_addr 0 and err_page_addr 0 registers in the st at us group.
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Copying a Memory Area (Single Plane)

To copy <PP> pages from one memory location to another:

1. Write to the command register, setting the CMD_MAP field to 2 and the BLK_ADDR field
to the starting address of the area to be copied.

2. Write 0x1000 to the Dat a register.

3. Write to the command register, setting the CMD_MAP field to 2 and the BLK_ADDR field
to the starting address of the new area to be written.

4. Write 0x11<PP> to the Dat a register, where <PP> is the number of pages to copy.

Copying a Memory Area (Multi Plane)

To copy <PP> pages from one memory location to another:
1. Set the f| ag bit of the nul ti pl ane_oper at i on register in the confi g group to 1.

2. Write to the command register, setting the CVMD_MAP field to 2 and the BLK_ADDR field
to the starting address of the area to be copied. The address must be plane-aligned.

3. Write 0x1000 to the Dat a register.

4. Write to the command register, setting the CVMD_MAP field to 2 and the BLK_ADDR field
to the starting address of the new area to be written. This address must also be
plane-aligned.

5. Write 0x11<PP> to the Dat a register, where <PP> is the number of pages to copy.

The parameter <PP> must be a multiple of the number of planes in the device.

Pipeline Read-Ahead and Write-Ahead Operations

The NAND flash controller supports pipeline read-ahead and write-ahead operations.
However, the flash device might have limited support for this function. If the device
does not support pipeline read-ahead or write-ahead, the flash controller processes
these commands as standard reads or writes.

The NAND flash controller can handle at the most four outstanding pipeline
commands, queued up in the order in which the flash controller received the
commands. The flash controller operates on the pipeline command at the head of the
queue until all the pages corresponding to the pipeline command are executed. The
flash controller then pops the pipeline command at the head of the queue and
proceeds to work on the next pipeline command in the queue.

The pipeline read-ahead function allows for a continuous reading of the flash
memory. On receiving a pipeline read command, the flash controller immediately
issues a load command to the device. While data is read out with MAP01 commands
in a consecutive or multi-plane address pattern, the flash controller maintains
additional cache or multi-plane read command sequencing for continuous streaming
of data from the flash device.

The pipeline write-ahead function allows for a continuous writing of the flash
memory. While data is written with MAPO1 commands in a consecutive or
multi-plane address pattern, the NAND flash controller maintains cache or
multi-plane command sequences for continuous streaming of data into the flash
device.
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MAPO1 commands must read or write pages in the same sequence that the pipelined
commands were issued to the NAND flash controller. If the host issues multiple
pipeline commands, pages must be read or written in the order the pipeline
commands were issued. It is not possible to read or write pages for a second pipeline
command before completing the first pipeline command. If the pipeline sequence is
broken by a MAPO1 command, the pi pe_cnd_err interrupt is issued, and the flash
controller clears the pipeline command queue. The flash controller services the
violating incoming MAPO1 read or write request with a normal page read or write
sequence.

For a multi-plane device that supports multi-plane programming, you must set the
f1ag bit of the mul ti pl ane_oper at i on register in the confi g group to 1. In this case,
the data is interleaved into page-size chunks to consecutive blocks.

Pipeline read-ahead commands can read data from the queue in this interleaved
fashion. The parameter <PP> denotes the total number of pages in multiples of the
number of planes available, and the block address must be plane-aligned, which
keeps the page address constant while incrementing the block address for each
page-size chunk of data. After reading from every plane, the NAND flash controller
increments the page address and resets the block address to the initial address. You
can also use pipeline write-ahead commands in multi-plane mode. The write
operation works similarly to the read operation, holding the page address constant
while incrementing the block address until all planes are written.

The same four-entry queue is used to queue the address and page count for pipeline
read-ahead and write-ahead commands. This commonality requires that you use
MAPO01 commands to read out all pages for a pipeline read-ahead command before
the next pipeline command can be processed. Similarly, you must write to all pages
pertaining to pipeline write-ahead command before the next pipeline command can
be processed.

Since the value of the f | ag bit of the nul ti pl ane_oper at i on register in the config
group determines pipeline read-ahead or write-ahead behavior, it can only be
changed when the pipeline registers are empty.

When the host issues a pipeline read-ahead command, and the flash controller is idle,
the load operation happens immediately.

The read-ahead command does not return the data to the host, and the write-ahead
command does not write data to the flash address. The NAND flash controller loads
the read data. The read data is returned to the host only when the host issues MAP01
commands to read the data. Similarly, the flash controller loads the write data, and
writes it to the flash only when the host issues MAPO1 commands to write the data.

A pi pe_cpyback_cnd_conp interrupt is generated when the NAND flash controller
has finished processing a pipeline command and has discarded that command from
its queue. At this point of time, the host can send another pipeline command. A
pipeline command is popped from the queue, and an interrupt is issued when the
flash controller has started processing the last page of pipeline command. Hence, the
pi pe_cpyback_cnmd_conp interrupt is issued prior to the last page load in case of
pipeline read command and start of data transfer of the last page to be programmed
in case of pipeline writes command.
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An additional pr ogr am conp interrupt is generated when the last page program
operation completes in case of pipeline write command.

If the device command set requires the NAND flash controller to issue a load
command for the last page in the pipeline read command, a | oad_conp interrupt is
generated after the last page load operation completes.

For pipeline write commands, if any page program results in a failure in the device, a
program fail interrupt is issued. The failing page's block and page address is
updated in the err _bl ock_addr 0 and err_page_addr 0 registers in the st at us group.

Pipeline commands sequence advanced commands in the device like cache and
multi-plane. When the NAND flash controller receives a multi-page read or write
pipeline command, it sequences commands sent to the device depending on settings
in the following registers, in the conf i g group:

m cache_read_enabl e
m cache wite_enable
m nultiplane_operation

For a device that supports cache read sequences, the f | ag bit of the

cache_r ead_enabl e register must be set to 1. The NAND flash controller sequences
each multi-page pipeline read command as a cache read sequence. For a device that
supports cache program command sequences, cache_w i t e_enabl e must be set. The
flash controller sequences each multi-page write pipeline command as a cache write
sequence.

For a device that has multi-planes and supports multi-plane program commands, the
NAND flash controller register nul ti pl ane_oper at i on, in the conf i g group, must be
set. On receiving the multi-page pipeline write command, the flash controller
sequences the device with multi-plane program commands and expects that the host
transfers data to the flash controller in an even-odd block increment addressing mode.

Set Up a Single Area for Pipeline Read-Ahead

To set up an area for pipeline read-ahead, perform the following steps:

1. Write to the command register, setting the CMD_MAP field to 2 and the BLK_ADDRfield
to the starting address of the block to pre-read.

2. Write 0x20<PP> to the Dat a register, where the 0 sets this command as a
read-ahead and <PP> is the number of pages to pre-read. The pages must not cross
a block boundary. If a block boundary is crossed, the NAND flash controller
generates an unsupported command (unsup_cnd) interrupt and drops the
command.

The read-ahead command is a hint to the flash device to start loading the next page in
the page buffer as soon as the previous page buffer operation has completed. After
you set up the read-ahead, use a MAPO1 command to actually read the data. In the
MAPO1 command, specify the same starting address as in the read-ahead.

If the read command received following a pipeline read-ahead request is not to a
pre-read page, then an interrupt bit is set to 1 and the pipeline read-ahead or
write-ahead registers are cleared. You must issue a new pipeline read-ahead request
must be issued to re-load the same data. You must use MAP01 commands to read all
of the data that is pre-read before the NAND flash controller returns to the idle state.
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Set Up a Single Area for Pipeline Write-Ahead

To set up an area for pipeline write-ahead:

1. Write to the command register, setting the CMD_MAP field to 2 and the BLK_ADDR field
to the starting address of the block to pre-write.

2. Write 0x21<PP> to the Dat a register, where the value 1 sets this command as a
write-ahead and <PP> is the number of pages to pre-write. The pages must not
cross a block boundary. If a block boundary is crossed, the NAND flash controller
generates an unsupported command (unsup_cnd) interrupt and drops the
command.

After you set up the write-ahead, use a MAP01 command to actually write the data. In
the MAPO1 command, specify the same starting address as in the write-ahead.

If the write command received following a pipeline write-ahead request is not to a
pre-written page, then an interrupt bit is set to 1 and the pipeline read-ahead or
write-ahead registers are cleared. You must issue a new pipeline write-ahead request
to configure the write logic.

You must use MAPO1 commands to write all of the data that is pre-written before the
NAND flash controller returns to the idle state.

NAND Flash Controller Address Map and Register Definitions

The address map and register definitions reside in the hps.html file that accompanies
this handbook volume. Click the link to open the file.

To view the module description and base address, scroll to and click the following
links for the module instance:

® nanddata

® nandregs

To then view the register and field descriptions, scroll to and click the register names.

The register addresses are offsets relative to the base address of each module instance.

The base addresses of all modules are also listed in the Introduction to the Hard
Processor System chapter in volume 3 of the Cyclone V Device Handbook.

Document Revision History

Table 1018 lists the revision history for this document.

Tahle 10-18. Document Revision History

Date Version Changes
m Supports one 8-bit device
November 2012 1.2 m Show additional supported block sizes
m Bad block marker handling
May 2012 1.1 Added programming model section.
January 2012 1.0 Initial release.
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A |:| =/ 11. SD/MMC Controller

The hard processor system (HPS) provides a Secure Digital /MultiMediaCard
(SD/MMC) controller for interfacing to external SD and MMC flash cards, secure
digital I/O (SDIO) devices, and Consumer Electronics Advanced Transport
Architecture (CE-ATA) hard drives. The SD/MMC controller enables you to store
boot images and boot the processor system from the removable flash card. You can
also use the flash card to expand the on-board storage capacity for larger applications
or user data. Other applications include interfacing to embedded SD (eSD) and
embedded MMC (eMMC) nonremovable flash devices.

The SD/MMC controller is based on the Synopsys® DesignWare® Mobile Storage
Host (DWC_mobile_storage) controller.

“% e This document refers to SD/SDIO commands, which are documented in detail in the

Physical Layer Simplified Specification, Version 3.01 and the SDIO Simplified Specification
Version 2.00 as described in “References” on page 11-79.

Features of the SD/MMC Controller
The HPS SD/MMC controller offers the following features:
m  Supports HPS boot from mobile storage
m Supports the following standards or card types:
m  SD, including eSD—version 3.0
m  SDIO, including embedded SDIO (eSDIO)—version 3.0
m CE-ATA—version 1.1

m  MMC, including eMMC—version 4.41, 1-bit, 4-bit, and 8-bit (in some packages,
as described in Table 11-2 on page 11-3)

m Integrated descriptor-based direct memory access (DMA)

m Internal 4 KB receive and transmit FIFO buffer
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Table 11-1 shows various SD card device types and the supported voltages, bus
modes, and speeds.

The SD/MMC controller does not directly support voltage switching, card interrupts,
or back-end power control of eSDIO card devices. However, you can connect these
signals to general-purpose I/Os (GPIOs).

Table 11-1. SD Card Use Cases

Voltanes Bus Speed Modes Supported

Car(.ir ;:::vice Suppo!r’ted Bus Modes Supported Dsl:)f::(llt High Speed | SDR12 SDR25 (")

3.3V | 1.8V | SPI | 1hit | abit | guit | 23ERs | Z8Ews 125 TH0s | 28 BRLpS
SDSC (SD) v — v v — — v v — —
SDHC v v v v — v v v v
SDXC v v v v — v v v v
eSD v v v v — v v v v/
SDIO v v v v v — v v v v
eSDIO v v v v | VB v v v v

Notes to Table 11-1:

(1) SDR25 speed mode requires 1.8-V signaling. Note that even if a card supports UHS-I modes (for example SDR50, SDR104, DDR50) it can still
communicate at the lower speeds (for example SDR12, SDR25).

(2) Controls the voltage switch output to support 1.8-V signalling for SD.

(3) Optional 8-bit bus mode for eSDIO is not supported in all FPGA packages.

they do not impact the card interface functionality.

Cyclone V Device Handbook
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Table 11-2 shows various MMC card device types and the supported voltage, bus
modes, and bus speeds.

The SD/MMC controller does not contain a reset output as part of the external card
interface. To reset the flash card device, consider using a general purpose output pin.

Table 11-2. MMC Use Cases

T ]| | s | Pt
Card Device TyPe | spoed uﬁﬁt.fs) . . | Default | High
(MHz) 33V [ 18V | SPIO/ | 1hit | anit | 8bit | e | SO
MIMC 20 25 T - | v v =] =1 v | =
RSMMC 20 10 vl = v v v =1 v
MMCPIus 504 25 vl = | = v [ v |ve| v v
MMCMobile 50 65 vl =] s =1 =171 v« v
eMMC 50 25 vl v | = v v = v v

Notes to Table 11-2:

(1) SPI mode is obsolete in the MMC 4.41 specification.
(2) The optional 8-bit bus mode is not supported in all FPGA packages.
(3) Supports a maximum clock rate of 50 MHz instead of 52 MHz (specified in MMC specification).

SD/MMC Controller Block Diagram and System Integration

The SD/MMC controller includes a bus interface unit (BIU) and a card interface unit
(CIU). The BIU provides a slave interface for a host to access the control and status
registers (CSRs). Additionally, this unit also provides independent FIFO buffer access
through a DMA interface. The DMA controller is responsible for exchanging data
between the system memory and FIFO buffer. The DMA registers are accessible by the
host to control the DMA operation. The CIU supports the SD, MMC, and CE-ATA
protocols on the controller, and provides clock management through the clock control
block. The interrupt control block for generating an interrupt connects to the generic
interrupt controller in the ARM® Cortex™-A9 microprocessor unit (MPU) subsystem.
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Figure 11-1 shows a block diagram of the SD/MMC controller and how it integrates
in the HPS.

Figure 11-1. SD/MMC Controller Connectivity
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Functional Description of the SD/MMC Controller

This section describes the SD/MMC controller components and how the controller
operates.

SD/MMC/CE-ATA Protocol

The SD/MMC/CE-ATA protocol is based on command and data bit streams that are
initiated by a start bit and terminated by a stop bit. Additionally, the SD/MMC

controller provides a reference clock and is the only master interface that can initiate a
transaction.

Cyclone V Device Handbook
Volume 3: Hard Processor System Technical Reference Manual

Command—a token transmitted serially on the CMD pin that starts an operation.

Response—a token from the card transmitted serially on the CMD pin in response to
certain commands.

Data—transferred serially using the data pins for data movement commands.
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Figure 11-2 illustrates an example of a multiple-block read operation. The clock is a
representative only and does not show the exact number of clock cycles.

Figure 11-2. Multiple-Block Read Operation

From Host From Card Data from Stop Command
to Card fo Host Card to Host Stops Data Transfer

sdmme_cclk_out Mﬂ_l_um —|_|_|_|_|_|_|_|_|_H_|_|_|_|_|_|_|_|_

sdmmc_cmd K Command Response Command Response >

sdmmc_data { Data BIo < Data Block @ < Data Block
|

P Block Read Operation o _ Data Stop Operation
-y Vl -
_ Multiple Block Read Operation -

Figure 11-3 illustrates an example of a command token sent by the host in a
multiple-block write operation.

Figure 11-3. Multiple-Block Write Operation

From Host From Card Data from OK Response & Stop Command
to Card to Host Host to Card Busy from Card Stops Data Transfer

sdmmc_cclk_out MH_H_H_H_H_ I H_|_|_|_|_|U_|_H_|_|_|_|_|_|_|_U

sdmmc_cmd £ Command Response Command Response >

sdmmc_data Data :Block < Bu:sy < Data Block < Busy >
| |

_ Block Write Operation J | Data Stop Operation
- Vl -
_ Multiple Block Read Operation J
- VI
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The BIU interfaces with the CIU, and is connected to the level 3 (L3) interconnect and
level 4 (L4) peripheral buses. The BIU consists of the following primary functional
blocks:

m Slave interface
m Register block
m FIFO buffer

m Internal DMA controller

Slave Interface

The host processor accesses the SD/MMC controller registers and data FIFO buffers
through the slave interface.

Register Block
The register block is part of the BIU and provides read and write access to the CSRs.

All registers reside in the BIU clock domain. When a command is sent to a card by
setting the start command bit (st art _cnd) of the command register (cnd) to 1, all
relevant registers needed for the CIU operation are transferred to the CIU block.
During this time, software must not write to the registers that are transferred from the
BIU to the CIU. The software must wait for the hardware to reset the start _cnd bit to
0 before writing to these registers again. The register unit has a hardware locking
feature to prevent illegal writes to registers.

After a command start is issued by setting the st art _cnd bit of the cnd register, the
following registers cannot be rewritten until the command is accepted by the CIU:

m Command (cnd)

m Command argument (cnuar g)
m Byte count (byt cnt)

m Block size (bl ksi z)

m Clock divider (cl kdi v)

m Clock enable (cl kena)

m Clock source (cl ksrc)

m Timeout (t nout)

m Card type (ctype)

The hardware resets the st art _cm bit once the CIU accepts the command. If a host
write to any of these registers is attempted during this locked time, the write is
ignored and the hardware lock write error bit (hl e) is set to 1 in the raw interrupt
status register (r i nt st s). Additionally, if the interrupt is enabled and not masked for a
hardware lock error, an interrupt is sent to the host.
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After a command is accepted, you can send another command to the CIU—which has

a one-deep command queue—under the following conditions:

If the previous command is not a data transfer command, the new command is
sent to the SD/MMC/CE-ATA card once the previous command completes.

If the previous command is a data transfer command and if the wait previous data
complete bit (wai t _prvdat a_conpl et e) of the cn register is set to 1 for the new
command, the new command is sent to the SD/MMC/CE-ATA card only when

the data transfer completes.

If the wai t _prvdat a_conpl et e bit is 0, the new command is sent to the
SD/MMC/CE-ATA card as soon as the previous command is sent. Typically, use
this feature to stop or abort a previous data transfer or query the card status in the

middle of a data transfer.

Interrupt Controller Unit

The interrupt controller unit generates an interrupt that depends on the rintsts
register, the interrupt mask register (i nt mask), and the interrupt enable bit

(i nt _enabl e) of the control register (ct r| ). Once an interrupt condition is detected, the
controller sets the corresponding interrupt bit in the ri nt st s register. The bit in the
rintsts register remains set to 1 until the software resets the bit to 0 by writing a 1 to

the interrupt bit; writing a 0 leaves the bit untouched.

The interrupt port is an active-high, level-sensitive interrupt. The interrupt port is
active only when at least one bit in the ri nt st s register is set to 1, the corresponding
i nt mask register bit is 1, and the i nt _enabl e bit of the ¢t r| register is 1.

The following bits are available as top-level ports for debug purposes:

All bits of the i nt mask register
All bits of the ri nt st s register
The i nt _enabl e bit of the ctr| register

The i nt _enabl e bit of the ctr| register is set to 0 on power-on, and the i nt mask

register bits are set to 0x0000000, which masks all the interrupts.

The following conditions can cause the interrupt to occur:

End-bit error on read

No cyclic redundancy code (CRC) on write
Auto command done

Start-bit error

Hardware locked write error

FIFO buffer underflow or overflow error
Data starvation by host timeout

Data read timeout or boot data start
Response timeout or boot ACK received
Data CRC error

Response CRC error
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m Receive FIFO buffer data request
m Transmit FIFO buffer data request
m Data transfer over

m Command done

B Response error

The Receive FIFO Data Request and Transmit FIFO Data Request interrupts are set by
level-sensitive interrupt sources. Therefore, the interrupt source must be first cleared
before you can reset the interrupt’s corresponding bit in the ri nt st s register to 0.

For example, on receiving the Receive FIFO Data Request interrupt, the FIFO buffer
must be emptied so that the FIFO buffer count is not greater than the RX watermark,
which causes the interrupt to be triggered.

The rest of the interrupts are triggered by single clock-pulse-width sources.

FIFO Buffer

The SD/MMC controller has a 4-KB data FIFO buffer for storing transmit and receive
data. The FIFO buffer memory supports error correction codes (ECCs). Both interfaces
to the FIFO buffer support single and double bit error injection. The enable and error
injection pins are inputs driven by the system manager and the status pins are outputs
driven to the MPU subsystem.

The SD/MMC controller provides outputs to notify the system manager when
single-bit correctable errors are detected (and corrected), and when double-bit
(uncorrectable) errors are detected. The system manager generates an interrupt to the
GIC when an ECC error is detected.
“ e For more information, refer to the System Manager chapter in volume 3 of the
Cyclone® V Device Handbook.

Internal DMA Controller

The internal DMA controller has a CSR and a single transmit or receive engine, which
transfers data from system memory to the card and vice versa. The controller uses a
descriptor mechanism to efficiently move data from source to destination with
minimal host processor intervention. You can set up the controller to interrupt the
host processor in situations such as transmit and receive data transfer completion
from the card, as well as other normal or error conditions. The DMA controller and
the host driver communicate through a single data structure.

The internal DMA controller transfers the data received from the card to the data
buffer in the system memory, and transfers transmit data from the data buffer in the
memory to the controller’s FIFO buffer. Descriptors that reside in the system memory
act as pointers to these buffers.

A data buffer resides in the physical memory space of the system memory and
consists of complete or partial data. The buffer status is maintained in the descriptor.
Data chaining refers to data that spans multiple data buffers. However, a single
descriptor cannot span multiple data buffers.

Cyclone V Device Handbook November 2012  Altera Corporation
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A single descriptor is used for both reception and transmission. The base address of
the list is written into the descriptor list base address register (dbaddr ). A descriptor
list is forward linked. The last descriptor can point back to the first entry to create a
ring structure. The descriptor list resides in the physical memory address space of the
host. Each descriptor can point to a maximum of two data buffers.

Internal DMA Controller Descriptors

The internal DMA controller uses these types of descriptor structures:

m Dual-buffer structure—The distance between two descriptors is determined by the
skip length value written to the descriptor skip length field (dsl ) of the bus mode

register (bnod).

m Chain structure—Each descriptor points to a unique buffer, and to the next

descriptor in a linked list.

Figure 11-4 and Figure 11-5 illustrate the internal DMA controller dual-buffer
descriptor structure and chain descriptor structure respectively.

Figure 11-4. Dual-Buffer Descriptor Structure

——»| Data Buffer 1
Descriptor A
——»| Data Buffer 2
The Distance Between 2 {
Descriptors Is Determined i ’ Data Buffer 1
by the DSL Value Programmed Descriptor B
in the BMOD Register .. L p| DataBuffer2
——»| Data Buffer 1
Descriptor C
——»| Data Buffer 2
Figure 11-5. Chain Descriptor Structure
EE— Data Buffer
Descriptor A
EE— Data Buffer
»  Descriptor B
EE— Data Buffer
»  Descriptor C
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Table 11-3 shows the internal format of a descriptor. The descriptor address must be
aligned to the 32-bit bus. Each descriptor contains 16 bytes of control and status
information. For information about each of the bits of the descriptor, refer to

Table 11-4 on page 11-11 through Table 11-7 on page 11-12.

Table 11-3. Descriptor Format

Name|Offset|31(30(29 ... 26|25 13|12 6(5(4/3|2|1|0
=|wn &)

DESO| 0 % w — ER|CH|FS|LD|F |—

DES1 4 — BS2 BS1

DES2| 8 BAP1

DES3| 12 BAP2 or Next Descriptor Address
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The DESO field in the internal DMA controller descriptor contains control and status
information. Table 114 lists the bits in this descriptor.

Table 11-4. Internal DMA Controller DESO Descriptor Field

Bits Name Description
When set to 1, this bit indicates that the descriptor is owned by the internal DMA
controller.

31 OWN A - . .
When this bit is set to 0, it indicates that the descriptor is owned by the host. The
internal DMA controller resets this bit to 0 when it completes the data transfer.
The CES bit indicates whether a transaction error occurred. The CES bit is the
logical OR of the following error bits in the ri nt st s register.
m End-bit error (ebe)
m Response timeout (rt o)

30 | Card Error Summary (CES) = Response CRC (rcrc)

m Start-bit error (sbe)
m Data read timeout (drt o)
m Data CRC for receive (dcrc)
m Response error (re)
29:6 | Reserved —
When set to 1, this bit indicates that the descriptor list reached its final
5 End of Ring (ER) descriptor. The internal DMA controller returns to the base address of the list,
9 creating a descriptor ring. ER is meaningful for only a dual-buffer descriptor
structure.
Second Address Chained When set to 1, this bit indicates that the second address in the descriptor is the
4 next descriptor address rather than the second buffer address. When this bit is
(CH) set to 1, BS2 (DES1[25:13]) must be all zeros.
When set to 1, this bit indicates that this descriptor contains the first buffer of the
3 First Descriptor (FS) data. If the size of the first buffer is 0, next descriptor contains the beginning of
the data.
. When set to 1, this bit indicates that the buffers pointed to by this descriptor are
2 Last Descriptor (LD) the last buffers of the data.
Disable Interrupt on When set to 1, this pit preyents the setting of the TI/RI blit of the internall DMA
1 . controller status register (i dst s) for the data that ends in the buffer pointed to
Completion (DIC) by this descriptor.
0 Reserved —
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The DESI1 descriptor field contains the buffer size. Table 11-5 lists the bits in this
descriptor.

Table 11-5. Internal DMA Controller DES1 Descriptor Field

Bits Name Description
31:26 Reserved —

These bits indicate the second data buffer byte size. The
. . buffer size must be a multiple of four. When the buffer

25:13 Buffer 2 Size (BS2) size is not a multiple of four, the resulting behavior is

undefined. This field is not valid if DESO[4] is set to 1.

Indicates the data buffer byte size, which must be a
multiple of four bytes. When the buffer size is not a
multiple of four, the resulting behavior is undefined. If
this field is 0, the DMA ignores the buffer and proceeds
12:0 Buffer 1 Size (BS1) to the next descriptor for a chain structure, or to the next
buffer for a dual-buffer structure.

If there is only one descriptor and only one buffer to be
programmed, you need to use only buffer 1 and not
buffer 2.

The DES2 descriptor field contains the address pointer to the data buffer. Table 11-6
lists the bits in this descriptor.

Table 11-6. Internal DMA Controller DES2 Descriptor Field

Bits Name Description

. These bits indicate the physical address of the first data
(Béf\fsq)‘\ddress Pointer 1 1 b tfer. The internal DMA controller ignores DES2 [1:0],
because it only performs 32-hit-aligned accesses.

31:0

The DES3 descriptor field contains the address pointer to the next descriptor if the
present descriptor is not the last descriptor in a chained descriptor structure or the
second buffer address for a dual-buffer structure. Table 11-7 lists the bits in this
descriptor.

Table 11-7. Internal DMA Controller DES3 Descriptor Field

Bits Name Description

These bits indicate the physical address of the second
buffer when the dual-buffer structure is used. If the
Second Address Chained (DESOQ[4]) bit is set to 1, this
address contains the pointer to the physical memory
where the next descriptor is present.

Buffer Address Pointer 2
31:0 (BAP2) or Next Descriptor

Address . . .
If this is not the last descriptor, the next descriptor

address pointer must be aligned to 32 bits. Bits 1 and 0
are ignored.
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Host Bus Burst Access

The internal DMA controller attempts to execute fixed-length burst transfers on the
master interface if configured using the fixed burst bit (f b) of the bnod register. The
maximum burst length is indicated and limited by the programmable burst length
(pbl ) field of the bnod register. When descriptors are being fetched, the master
interface always presents a burst size of four to the interconnect.

The internal DMA controller initiates a data transfer only when sufficient space to
accommodate the configured burst is available in the FIFO buffer or the number of
bytes to the end of transfer is less than the configured burst-length. When the DMA
master interface is configured for fixed-length bursts, it transfers data using the most
efficient combination of INCR4/8/16 and SINGLE transactions. If the DMA master
interface is not configured for fixed length bursts, it transfers data using INCR
(undefined length) and SINGLE transactions.

Host Data Buffer Alignment

The transmit and receive data buffers in system memory must be aligned to a 32-bit
boundary.

Buffer Size Calculations

The driver knows the amount of data to transmit or receive. For transmitting to the
card, the internal DMA controller transfers the exact number of bytes from the FIFO
buffer, indicated by the buffer size field of the DES1 descriptor field.

If a descriptor is not marked as last (with the LD bit of the DESO field set to 0) then the
corresponding buffer(s) of the descriptor are considered full, and the amount of valid
data in a buffer is accurately indicated by its buffer size field. If a descriptor is marked
as last, the buffer might or might not be full, as indicated by the buffer size in the
DESI field. The driver is aware of the number of locations that are valid. The driver is
expected to ignore the remaining, invalid bytes.

Internal DMA Controller Interrupts

Interrupts can be generated as a result of various events. The i dst s register contains
all the bits that might cause an interrupt. The internal DMA controller interrupt
enable register (i di nt en) contains an enable bit for each of the events that can cause
an interrupt to occur.

There are two summary interrupts—the normal interrupt summary bit (ni s) and the
abnormal interrupt summary bit (ai s)—in the i dst s register. The ni s bit results from
a logical OR of the transmit interrupt (t i ) and receive interrupt (ri ) bits in the i dst s
register. The ai s bit is a logical OR result of the fatal bus error interrupt (f be),
descriptor unavailable interrupt (du), and card error summary interrupt (ces) bits in
the i dst s register.

Interrupts are cleared by writing a 1 to the corresponding bit position. If a 0 is written
to an interrupt’s bit position, the write is ignored, and does not clear the interrupt.
When all the enabled interrupts within a group are cleared, the corresponding
summary bit is set to 0. When both the summary bits are set to 0, the interrupt signal
is de-asserted.
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Interrupts are not queued. If another interrupt event occurs before the driver has
responded to the previous interrupt, no additional interrupts are generated. For

example, the ri bit of the i dst s register indicates that one or more data has been
transferred to the host buffer.

An interrupt is generated only once for simultaneous, multiple events. The driver
must scan the i dst s register for the interrupt cause. The final interrupt signal from the
controller is a logical OR of the interrupts from the BIU and internal DMA controller.

Internal DMA Controller FSM

The following steps show the internal DMA controller functional state machine (FSM)
operations:

1. The internal DMA controller performs four accesses to fetch a descriptor.

2. The DMA controller stores the descriptor information internally. If it is the first
descriptor, the controller issues a FIFO buffer reset and waits until the reset is
complete.

3. The internal DMA controller checks each bit of the descriptor for the correctness. If
bit mismatches are found, the appropriate error bit is set to 1 and the descriptor is
closed by setting the OWN bit in the DESO field to 1.

The ri nt st s register indicates one of the following conditions:
m  Response timeout

m  Response CRC error

m Data receive timeout

m  Response error

4. The DMA waits for the RX watermark to be reached before writing data to system
memory, or the TX watermark to be reached before reading data from system
memory. The RX watermark represents the number of bytes to be locally stored in
the FIFO buffer before the DMA writes to memory. The TX watermark represents
the number of free bytes in the local FIFO buffer before the DMA reads data from
memory.

5. If the value of the programmable burst length (PBL) field is larger than the
remaining amount of data in the buffer, single transfers are initiated. If dual
buffers are being used, and the second buffer contains no data (buffer size = 0), the
buffer is skipped and the descriptor is closed.

6. The OWN bit in descriptor is set to 0 by the internal DMA controller after the data
transfer for one descriptor is completed. If the transfer spans more than one
descriptor, the DMA controller fetches the next descriptor. If the transfer ends with
the current descriptor, the internal DMA controller goes to idle state after setting
theri bit or theti bit of the i dst s register. Depending on the descriptor structure
(dual buffer or chained), the appropriate starting address of descriptor is loaded. If
it is the second data buffer of dual buffer descriptor, the descriptor is not fetched
again.
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Abort During Internal DMA Transfer

If the host issues an SD/SDIO STOP_TRANSMISSION command (CMD12) to the
card while data transfer is in progress, the internal DMA controller closes the present
descriptor after completing the data transfer until a Data Transfer Over (DTO)
interrupt is asserted. Once a STOP_TRANSMISSION command is issued, the DMA
controller performs single burst transfers.

1. For a card write operation, the internal DMA controller keeps writing data to the
FIFO buffer after fetching it from the system memory until a DTO interrupt is
asserted. This is done to keep the card clock running so that the
STOP_TRANSMISSION command is reliably sent to the card.

2. For a card read operation, the internal DMA controller keeps reading data from
the FIFO buffer and writes to the system memory until a DTO interrupt is
generated. This is required because DTO interrupt is not generated until and
unless all the FIFO buffer data is emptied.

For a card write abort, only the current descriptor during which a
STOP_TRANSMISSION command is issued is closed by the internal DMA controller.
The remaining unread descriptors are not closed by the internal DMA controller.

For a card read abort, the internal DMA controller reads the data out of the FIFO
buffer and writes them to the corresponding descriptor data buffers. The remaining
unread descriptors are not closed.

FIFO Buffer Overflow and Underflow

During normal data transfer conditions, FIFO buffer overflow and underflow does
not occur. However, if there is a programming error, a FIFO buffer overflow or
underflow can result. For example, consider the following scenarios.

For transmit:
m PBL=4
m TX watermark =1

For these programming values, if the FIFO buffer has only one location empty, the
DMA attempts to read four words from memory even though there is only one word
of storage available. This results in a FIFO Buffer Overflow interrupt.

For receive:
m PBL=4
B RXwatermark =1

For these programming values, if the FIFO bulffer has only one location filled, the
DMA attempts to write four words, even though only one word is available. This
results in a FIFO Buffer Underflow interrupt.

The driver must ensure that the number of bytes to be transferred, as indicated in the
descriptor, is a multiple of four bytes. For example, if the byt cnt register = 13, the
number of bytes indicated in the descriptor must be rounded up to 16 because the
length field must always be a multiple of four bytes.

Table 11-8 lists the legal PBL and FIFO buffer watermark values for internal DMA
controller data transfers operations.
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Table 11-8. PBL and Watermark Levels
PBL (Number of transfers) TX/RX Watermark Value

greater than or equal to 1

greater than or equal to 4

greater than or equal to 8

16 greater than or equal to 16
32 greater than or equal to 32
64 greater than or equal to 64
128 greater than or equal to 128
256 greater than or equal to 256

Fatal Bus Error Scenarios

A fatal bus error occurs due to an error response through the master interface. This
error is a system error, so the software driver must not perform any further setup on
the controller. The only recovery mechanism from such scenarios is to perform one of
the following tasks:

m Issue a reset to the controller through the reset manager.

m Issue a program controller reset by writing to the controller reset bit
(control | er_reset) of thectrl register.

The CIU interfaces with the BIU and SD/MMC cards or devices. The host processor
writes command parameters to the SD/MMC controller’s BIU control registers and
these parameters are then passed to the CIU. Depending on control register values,
the CIU generates SD/MMC command and data traffic on the card bus according to
the SD/MMC protocol. The control register values also decide whether the command
and data traffic is directed to the CE-ATA card, and the SD/MMC controller controls
the command and data path accordingly.

The following list describes the CIU operation restrictions:

m After a command is issued, the CIU accepts another command only to check read
status or to stop the transfer.

® Only one data transfer command can be issued at a time.

m During an open-ended card write operation, if the card clock is stopped because
the FIFO buffer is empty, the software must first fill the data into the FIFO buffer
and start the card clock. It can then issue only an SD/SDIO
STOP_TRANSMISSION (CMD12) command to the card.

m During an SDIO/COMBO card transfer, if the card function is suspended and the
software wants to resume the suspended transfer, it must first reset the FIFO
buffer and start the resume command as if it were a new data transfer command.
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m  When issuing SD/SDIO card reset commands (GO_IDLE_STATE,
GO_INACTIVE_STATE or CMD52_reset) while a card data transfer is in progress,
the software must set the stop abort command bit (st op_abort _cnd) in the cnd
register to 1 so that the controller can stop the data transfer after issuing the card
reset command.

m If the card clock is stopped because the FIFO buffer is full during a card read, the
software must read at least two FIFO buffer locations to start the card clock.

m If CE-ATA card device interrupts are enabled (the nl ENbit is set to 0 in the ATA
control register), a new RW_BLK command must not be sent to the same card
device if there is a pending RW_BLK command in progress (the RW_BLK
command used in this document is the RW_MULTIPLE_BLOCK MMC command
defined by the CE-ATA specification). Only the Command Completion Signal
Disable (CCSD) command can be sent while waiting for the Command
Completion Signal (CCS).

m For the same card device, a new command is allowed for reading status
information, if interrupts are disabled in the CE-ATA card (the nl ENbit is set to 1 in
the ATA control register).

B Open-ended transfers are not supported for the CE-ATA card devices.

m The send_aut o_st op signal is not supported (software must not set the
send_aut o_st op bit in the cnd register) for CE-ATA transfers.

The CIU consists of the following primary functional blocks:
m Command path
m Data path

m Clock control

Command Path

The command path performs the following functions:
m Load card command parameters

m Send commands to card bus

B Receive responses from card bus

m Send responses to BIU

m Load clock parameters

m Drives the P-bit on command pin

A new command is issued to the controller by writing to the BIU registers and setting
the start_cnd bit in the cnd register. The command path loads the new command
(command, command argument, timeout) and sends an acknowledgement to the BIU.
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After the new command is loaded, the command path state machine sends a
command to the card bus—including the internally generated seven-term CRC
(CRC-7)—and receives a response, if any. The state machine then sends the received
response and signals to the BIU that the command is done, and then waits for eight
clock cycles before loading a new command. In CE-ATA data payload transfer
(RW_MULTIPLE_BLOCK) commands, if the card device interrupts are enabled (the
nlEN bit is set to 0 in the ATA control register), the state machine performs the
following actions after receiving the response:

m Does not drive the P-bit; it waits for CCS, decodes and goes back to idle state, and
then drives the P-bit.

m If the host wants to send the CCSD command and if eight clock cycles are expired
after the response, it sends the CCSD pattern on the command pin.

Load Command Parameters

Commands or responses are loaded in the command path in the following situations:

® New command from BIU—When the BIU sends a new command to the CIU, the
start_cnd bit is set to 1 in the cnd register.

m Internally-generated send_aut o_st op—When the data path ends, the SD/SDIO
STOP command request is loaded.

m Interrupt request (IRQ) response with relative card address (RCA) 0x000—When
the command path is waiting for an IRQ response from the MMC and a “send irq
response” request is signaled by the BIU, the send IRQ request bit
(send_irg_response) is set to 1 in the ctrl register.

Loading a new command from the BIU in the command path depends on the
following cnd register bit settings:

m update_cl ock_regi st ers_onl y—If this bit is set to 1 in the cnd register, the
command path updates only the cl kena, cl kdi v, and cl ksr ¢ registers. If this bit is
set to 0, the command path loads the cnd, cnular g, and t nout registers. It then
processes the new command, which is sent to the card.

m wait_prvdata_conpl et e—lIf this bit is set to 1, the command path loads the new
command under one of the following conditions:

m Immediately, if the data path is free (that is, there is no data transfer in
progress), or if an open-ended data transfer is in progress (byt cnt = 0).

m  After completion of the current data transfer, if a predefined data transfer is in
progress.
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Send Command and Receive Response

After a new command is loaded in the command path (the

updat e_cl ock_r egi st ers_onl y bit in the cnul register is set to 0), the command path
state machine sends out a command on the card bus. Figure 11-6 illustrates the
command path state machine.

Figure 11-6. Command Path State Machine
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The command path state machine performs the following functions, according to crd
register bit values:

1. send_initializati on—Initialization sequence of 80 clock cycles is sent before
sending the command.

2. response_expect ed—A response is expected for the command. After the
command is sent out, the command path state machine receives a 48-bit or 136-bit
response and sends it to the BIU. If the start bit of the card response is not received
within the number of clock cycles (as set up in the t mout register), the rt o bit and
command done (CD) bit are set to 1 in the ri nt st s register, to signal to the BIU. If
the response-expected bit is set to 0, the command path sends out a command and
signals a response done to the BIU, which causes the ¢cnd bit to be set to 1 in the
rintsts register.

3. response_| engt h—If this bit is set to 1, a 136-bit long response is received; if it is
set to 0, a 48-bit short response is received.

4. check_response_cr c—If this bit is set to 1, the command path compares CRC-7
received in the response with the internally-generated CRC-7. If the two do not
match, the response CRC error is signaled to the BIU, that is, the r cr ¢ bitis set to 1
in the ri nt st s register.

Send Response to BIU

If the r esponse_expect ed bit is set to 1 in the cn register, the received response is sent
to the BIU. Response register 0 (r esp0) is updated for a short response, and the
response register 3 (r esp3), response register 2 (r esp2), response register 1 (r espl),
and r esp0 registers are updated on a long response, after which the crmd bit is set to 1
in the ri nt st s register. If the response is for an AUTO_STOP command sent by the
CIU, the response is written to the r espl register, after which the auto command done
bit (acd) is set to 1 in the ri nt st s register.
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A correct card response contains the fields listed in Table 11-9. The command path
verifies the contents of the card response.

Table 11-9. Card Response Fields

Field Contents
Response transmission bit 0
Command index Command index of the sent command
End bit 1

The command index is not checked for a 136-bit response or if the
check_response_cr c bit in the cnd register is set to 0. For a 136-bit response and
reserved CRC 48-bit responses, the command index is reserved, that is, 0b111111.

For more information about response values, refer to Physical Layer Simplified
Specification, Version 3.01 as described in “References” on page 11-79.

Driving P-bit on CMD Line

The command path drives a one-cycle pull-up bit (P-bit) to 1 on the CMD line
between two commands if a response is not expected. If a response is expected, the
P-bit is driven after the response is received and before the start of the next command.
While accessing a CE-ATA card device, for commands that expect a CCS, the P-bit is
driven after the response only if the interrupts are disabled in the CE-ATA card (the
nl ENbit is set to 1 in the ATA control register), that is, the CCS expected bit
(ccs_expect ed) in the cnul register is set to 0. If the command expects the CCS, the
P-bit is driven only after receiving the CCS.

Polling the CCS

CE-ATA card devices generate the CCS to notify the host controller of the normal ATA
command completion or ATA command termination. After receiving the response
from the card, the command path state machine performs the functions illustrated in
Figure 11-7 according to ¢ register bit values.

Figure 11-7. CE-ATA Command Path State Machine
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The following describe some of the details in Figure 11-7:

1. Response end bit state—The state machine receives the end bit of the response
from the card device. If the ccs_expect ed bit of the cnt register is set to 1, the state
machine enters the wait CCS state.

2. Wait CCS—The state machine waits for the CCS from the CE-ATA card device.
While waiting for the CCS, the following events can happen:

a. Software sets the send CCSD bit (send_ccsd) in the ctr| register, indicating not
to wait for CCS and to send the CCSD pattern on the command line.

b. Receive the CCS on the CMD line.
3. Send CCSD command—Sends the CCSD pattern (0b00001) on the CMD line.

CCS Detection and Interrupt to Host Processor

If the ccs_expect ed bit in the cnd register is set to 1, the CCS from the CE-ATA card
device is indicated by setting the data transfer over bit (dt 0) in the ri nt st s register.
The controller generates a DTO interrupt if this interrupt is not masked.

For the RW_MULTIPLE_BLOCK commands, if the CE-ATA card device interrupts are
disabled (the nl ENbit is set to 1 in the ATA control register)— that is, the

ccs_expect ed bit is set to 0 in the ¢ register—there are no CCSs from the card. When
the data transfer is over—that is, when the requested number of bytes are
transferred—the dt 0 bit in the ri nt st s register is set to 1.

CCS Timeout

If the command expects a CCS from the card device (the ccs_expect ed bit is set to 1 in
the cnd register), the command state machine waits for the CCS and remains in the
wait CCS state. If the CE-ATA card fails to send out the CCS, the host software must
implement a timeout mechanism to free the command and data path. The controller
does not implement a hardware timer; it is the responsibility of the host software to
maintain a software timer.

In the event of a CCS timeout, the host must issue a CCSD command by setting the
send_ccsd bit in the ctr| register. The controller command path state machine sends
the CCSD command to the CE-ATA card device and exits to an idle state. After
sending the CCSD command, the host must also send an SD/SDIO
STOP_TRANSMISSION command to the CE-ATA card to abort the outstanding ATA
command.

Send CCSD Command
If the send_ccsd bit in the ct r| register is set to 1, the controller sends a CCSD pattern

on the CMD line. The host can send the CCSD command while waiting for the CCS or
after a CCS timeout happens.

After sending the CCSD pattern, the controller sets the cntl bit in the ri nt st s register
and also generates an interrupt to the host if the Command Done interrupt is not
masked.

"=~ Within the CIU block, if the send_ccsd bit in the ct r| register is set to 1 on the same
clock cycle as CCS is sampled, the CIU block does not send a CCSD pattern on the
CMD line. In this case, the dt 0 and cnd bits in the ri nt st s register are set to 1.
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Due to asynchronous boundaries, the CCS might have already happened and the
send_ccsd bit is set to 1. In this case, the CCSD command does not go to the CE-ATA
card device and the send_ccsd bit is not set to 0. The host must reset the send_ccsd bit
to 0 before the next command is issued.

If the send auto stop CCSD (send_aut o_st op_ccsd) bit in the ctr| registerissetto 1,
the controller sends an internally generated STOP_TRANSMISSION command
(CMD12) after sending the CCSD pattern. The controller sets the acd bit in the
rintsts register.

1/0 transmission delay (Npcio Timeout)

The host software maintains the timeout mechanism for handling the I/O
transmission delay (Ncio cycles) time-outs while reading from the CE-ATA card
device. The controller neither maintains any timeout mechanism nor indicates that
Nacro cycles are elapsed while waiting for the start bit of a data token. The I/O
transmission delay is applicable for read transfers using the RW_REG and RW_BLK
commands; the RW_REG and RW_BLK commands used in this document refer to the
RW_MULTIPLE_REGISTER and RW_MULTIPLE_BLOCK MMC commands defined
by the CE-ATA specification.

After the Nacio timeout, the application must abort the command by sending the
CCSD and STOP commands, or the STOP command. The Data Read Timeout (DRTO)
interrupt might be set to 1 while a STOP_TRANSMISSION command is transmitted
out of the controller, in which case the data read timeout boot data start bit (bds) and
the dt o bit in the ri nt st s register are set to 1.

Data Path

The data path block reads the data FIFO buffer and transmits data on the card bus
during a write data transfer, or receives data and writes it to the FIFO buffer during a
read data transfer. The data path loads new data parameters—data expected,
read/write data transfer, stream/block transfer, block size, byte count, card type,
timeout registers—whenever a data transfer command is not in progress. If the data
transfer expected bit (dat a_expect ed) in the cnd register is set to 1, the new command
is a data transfer command and the data path starts one of the following actions:

m Transmits data if the read /write bit =1

m Receives data if read /write bit =0
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Data Transmit

The data transmit state machine, illustrated in Figure 11-8, starts data transmission
two clock cycles after a response for the data write command is received. This occurs
even if the command path detects a response error or response CRC error. If a
response is not received from the card because of a response timeout, data is not
transmitted. Depending upon the value of the transfer mode bit (t r ansf er _node) in
the cnd register, the data transmit state machine puts data on the card data bus in a
stream or in blocks.

Figure 11-8. Data Transmit State Machine
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Stream Data Transmit

If the t ransf er _node bit in the cnd register is set to 1, the transfer is a stream-write
data transfer. The data path reads data from the FIFO buffer from the BIU and
transmits in a stream to the card data bus. If the FIFO buffer becomes empty, the
card clock is stopped and restarted once data is available in the FIFO buffer.

If the byt cnt register is reset to 0, the transfer is an open-ended stream-write data
transfer. During this data transfer, the data path continuously transmits data in a
stream until the host software issues an SD/SDIO STOP command. A stream data
transfer is terminated when the end bit of the STOP command and end bit of the
data match over two clock cycles.

If the byt cnt register is written with a nonzero value and the send_aut o_st op bit
in the cn register is set to 1, the STOP command is internally generated and
loaded in the command path when the end bit of the STOP command occurs after
the last byte of the stream write transfer matches. This data transfer can also
terminate if the host issues a STOP command before all the data bytes are
transferred to the card bus.

Single Block Data

If the t ransf er _node bit in the cnl register is set to 0 and the byt cnt register value
is equal to the value of the bl ock_si ze register, a single-block write-data transfer
occurs. The data transmit state machine sends data in a single block, where the
number of bytes equals the block size, including the internally-generated 16-term
CRC (CRC-16).
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If the ct ype register is set for a 1-bit, 4-bit, or 8-bit data transfer, the data is
transmitted on 1, 4, or 8 data lines, respectively, and CRC-16 is separately
generated and transmitted for 1, 4, or 8 data lines, respectively.

After a single data block is transmitted, the data transmit state machine receives
the CRC status from the card and signals a data transfer to the BIU. This happens
when the dt 0 bit in the ri nt st s register is set to 1.

If a negative CRC status is received from the card, the data path signals a data
CRC error to the BIU by setting the dcr ¢ bit in the ri nt st s register.

Additionally, if the start bit of the CRC status is not received by two clock cycles
after the end of the data block, a CRC status start-bit error (SBE) is signaled to the
BIU by setting the sbe bit in the ri nt st s register.

Multiple Block Data

A multiple-block write-data transfer occurs if the t r ansf er _mde bit in the cnul
register is set to 0 and the value in the byt cnt register is not equal to the value of
the bl ock_si ze register. The data transmit state machine sends data in blocks,
where the number of bytes in a block equals the block size, including the
internally-generated CRC-16.

If the ct ype register is set to 1-bit, 4-bit, or 8-bit data transfer, the data is
transmitted on 1, 4, or 8 data lines, respectively, and CRC-16 is separately
generated and transmitted on 1, 4, or 8 data lines, respectively.

After one data block is transmitted, the data transmit state machine receives the
CRC status from the card. If the remaining byte count becomes 0, the data path
signals to the BIU that the data transfer is done. This happens when the dt 0 bit in
the rint st s register is set to 1.

If the remaining data bytes are greater than zero, the data path state machine
starts to transmit another data block.

If a negative CRC status is received from the card, the data path signals a data
CRC error to the BIU by setting the dcr ¢ bit in the ri nt st s register, and continues
further data transmission until all the bytes are transmitted.

If the CRC status start bit is not received by two clock cycles after the end of a data
block, a CRC status SBE is signaled to the BIU by setting the ebe bitin therintsts
register and further data transfer is terminated.

If the send_aut o_st op bit is set to 1 in the cnd register, the SD/SDIO STOP
command is internally generated during the transfer of the last data block, where
no extra bytes are transferred to the card. The end bit of the STOP command
might not exactly match the end bit of the CRC status in the last data block.

If the block size is less than 4, 16, or 32 for card data widths of 1 bit, 4 bits, or 8 bits,
respectively, the data transmit state machine terminates the data transfer when all
the data is transferred, at which time the internally-generated STOP command is
loaded in the command path.

If the byt cnt is zero (the block size must be greater than zero) the transfer is an
open-ended block transfer. The data transmit state machine for this type of data
transfer continues the block-write data transfer until the host software issues an
SD/SDIO STOP or STOP_TRANSMISSION (CMD12) command.
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Data Receive

The data-receive state machine, illustrated in Figure 11-9, receives data two clock
cycles after the end bit of a data read command, even if the command path detects a
response error or response CRC error. If a response is not received from the card
because a response timeout occurs, the BIU does not receive a signal that the data
transfer is complete. This happens if the command sent by the controller is an illegal
operation for the card, which keeps the card from starting a read data transfer.

If data is not received before the data timeout, the data path signals a data timeout to
the BIU and an end to the data transfer done. Based on the value of the t ransf er _node
bit in the cnd register, the data-receive state machine gets data from the card data bus
in a stream or block(s).

Figure 11-9. Data Receive State Machine
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A stream-read data transfer occurs if the t r ansf er _node bit in the cnd register is
set to 1, at which time the data path receives data from the card and writes it to
the FIFO buffer. If the FIFO buffer becomes full, the card clock stops and restarts
once the FIFO bulffer is no longer full.

An open-ended stream-read data transfer occurs if the byt cnt register is set to 0.
During this type of data transfer, the data path continuously receives data in a
stream until the host software issues an SD/SDIO STOP command. A stream data
transfer terminates two clock cycles after the end bit of the STOP command.

If the byt cnt register contains a nonzero value and the send_aut o_st op bit in the
cmd register is set to 1, a STOP command is internally generated and loaded into
the command path, where the end bit of the STOP command occurs after the last
byte of the stream data transfer is received. This data transfer can terminate if the
host issues an SD/SDIO STOP or STOP_TRANSMISSION (CMD12) command
before all the data bytes are received from the card.
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Single-block Data Read

If the ct ype register is set to a 1-bit, 4-bit, or 8-bit data transfer, data is received
from 1, 4, or 8 data lines, respectively, and CRC-16 is separately generated and
checked for 1, 4, or 8 data lines, respectively. If there is a CRC-16 mismatch, the
data path signals a data CRC error to the BIU. If the received end bit is not 1, the
BIU receives an End-bit Error (EBE).

Multiple-block Data Read

If the t r ansf er _node bit in the cnd register is set to 0 and the value of the byt cnt
register is not equal to the value of the bl ock_si ze register, the transfer is a
multiple-block read-data transfer. The data-receive state machine receives data in
blocks, where the number of bytes in a block is equal to the block size, including
the internally-generated CRC-16.

If the ct ype register is set to a 1-bit, 4-bit, or 8-bit data transfer, data is received
from 1, 4, or 8 data lines, respectively, and CRC-16 is separately generated and
checked for 1, 4, or 8 data lines, respectively. After a data block is received, if the
remaining byte count becomes zero, the data path signals a data transfer to the
BIU.

If the remaining data bytes are greater than zero, the data path state machine
causes another data block to be received. If CRC-16 of a received data block does
not match the internally-generated CRC-16, a data CRC error to the BIU and data
reception continue further data transmission until all bytes are transmitted.
Additionally, if the end of a received data block is not 1, data on the data path
signals terminate the bit error to the CIU and the data-receive state machine
terminates data reception, waits for data timeout, and signals to the BIU that the
data transfer is complete.

If the send_aut o_st op bit in the cnd register is set to 1, the SD/SDIO STOP
command is internally generated when the last data block is transferred, where
no extra bytes are transferred from the card. The end bit of the STOP command
might not exactly match the end bit of the last data block.

If the requested block size for data transfers to cards is less than 4, 16, or 32 bytes
for 1-bit, 4-bit, or 8-bit data transfer modes, respectively, the data-transmit state
machine terminates the data transfer when all data is transferred, at which point
the internally-generated STOP command is loaded in the command path. Data
received from the card after that are then ignored by the data path.

If the byt cnt register is O (the block size must be greater than zero), the transfer is
an open-ended block transfer. For this type of data transfer, the data-receive state
machine continues the block-read data transfer until the host software issues an
SD/SDIO STOP or STOP_TRANSMISSION (CMD12) command.
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Auto Stop

The controller internally generates an SD/SDIO STOP command and is loaded in the
command path when the send_aut o_st op bit in the cnl register is set to 1. The
AUTO_STOP command helps to send an exact number of data bytes using a stream
read or write for the MMC, and a multiple-block read or write for SD memory transfer
for SD cards. The software must set the send_aut o_st op bit according to details listed
in Table 11-10.
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Table 11-10. Auto-Stop Generation

wrd type Transfer type ggtl.lent sbﬁn:e_tauto_s!op Comments

vIC Stream read 0 No Open-ended stream

VIC Stream read >0 Yes Auto-stop after all bytes transfer

vIC Stream write 0 No Open-ended stream

VIC Stream write =0 Yes Auto-stop after all bytes transfer

VIC Single-block read >0 No Byte count = 0 is illegal

vIC Single-block write >0 No Byte count = 0 is illegal

vIC Multiple-block read 0 No Open-ended multiple block

VIC Multiple-block read =0 Yes ** Pre-defined multiple block

vIC Multiple-block write 0 No Open-ended multiple block

vIC Multiple-block write >0 Yes ** Pre-defined multiple block

JMEM  Single-block read >0 No Byte count = 0 is illegal

JMEM  Single-block write >0 No Byte count = 0 illegal

JMEM  Multiple-block read 0 No Open-ended multiple block

JMEM  Multiple-block read >0 Yes Auto-stop after all bytes transfer

JIMEM  Multiple-block write 0 No Open-ended multiple block

JMEM  Multiple-block write >0 Yes Auto-stop after all bytes transfer
SDIO Single-block read >0 No Byte count = 0 is illegal
SDIO Single-block write =0 No Byte count = 0 illegal
SDIO Multiple-block read 0 No Open-ended multiple block
SDIO Multiple-block read =0 No Pre-defined multiple block
SDIO Multiple-block write 0 No Open-ended multiple block
SDIO Multiple-block write =0 No Per-defined multiple block

** The condition under which the transfer mode is set to block transfer and byfe_count is equal to block size is treated as
a single-block data transfer command for both MMC and SD cards. If byte_count = n*block_size (n=2, 3, ...), the
condition is treated as a predefined multiple-block data transfer command. In the case of an MMC card, the host
software can perform a predefined data transfer in two ways: 1) Issue the CMD23 command before issuing
CMD18/CMD25 commands to the card — in this case, issue CMD18/CMD25 commands without setting the
send_auto_stop bit. 2) Issue CMD18/CMD25 commands without issuing CMD23 command to the card, with the
send_auto_stop bit set. In this case, the multiple-block data transfer is terminated by an internally-generated aute-stop
command after the programmed byte count.
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The following list describes conditions for the AUTO_STOP command:

m Stream-read for MMC with byte count greater than zero—The controller generates
an internal STOP command and loads it into the command path so that the end bit
of the STOP command is sent when the last byte of data is read from the card and
no extra data byte is received. If the byte count is less than six (48 bits), a few extra
data bytes are received from the card before the end bit of the STOP command is
sent.

m Stream-write for MMC with byte count greater than zero—The controller
generates an internal STOP command and loads it into the command path so that
the end bit of the STOP command is sent when the last byte of data is transmitted
on the card bus and no extra data byte is transmitted. If the byte count is less than
six (48 bits), the data path transmits the data last to meet these condition.

®m  Multiple-block read memory for SD card with byte count greater than zero—If the
block size is less than four (single-bit data bus), 16 (4-bit data bus), or 32 (8-bit data
bus), the AUTO_STOP command is loaded in the command path after all the bytes
are read. Otherwise, the STOP command is loaded in the command path so that
the end bit of the STOP command is sent after the last data block is received.

m  Multiple-block write memory for SD card with byte count greater than zero—If
the block size is less than three (single-bit data bus), 12 (4-bit data bus), or 24 (8-bit
data bus), the AUTO_STOP command is loaded in the command path after all
data blocks are transmitted. Otherwise, the STOP command is loaded in the
command path so that the end bit of the STOP command is sent after the end bit of
the CRC status is received.

m Precaution for host software during auto-stop—When an AUTO_STOP command
is issued, the host software must not issue a new command to the controller until
the AUTO_STOP command is sent by the controller and the data transfer is
complete. If the host issues a new command during a data transfer with the
AUTO_STOP command in progress, an AUTO_STOP command might be sent
after the new command is sent and its response is received. This can delay sending
the STOP command, which transfers extra data bytes. For a stream write, extra
data bytes are erroneous data that can corrupt the card data. If the host wants to
terminate the data transfer before the data transfer is complete, it can issue an
SD/SDIO STOP or STOP_TRANSMISSION (CMD12) command, in which case the
controller does not generate an AUTO_STOP command.

November 2012  Altera Corporation Cyclone V Device Handbook
Volume 3: Hard Processor System Technical Reference Manual



11-30

Chapter 11: SD/MMC Controller
Functional Description of the SD/MMC Controller

Cyclone V Device Handbook

Non-Data Transfer Commands that Use Data Path

Some SD/SDIO non-data transfer commands (commands other than read and write
commands) also use the data path. Table 11-11 lists the commands and their register
setup requirements.

Table 11-11. Non-Data Transfer Commands and Requirements
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cmd Register Setup
Cmd_index 0x1B=27 | 0x1E=30 | 0x2A=42 0x0D=13 | 0x16=22 | 0x33=51
Response_expect 1 1 1 1 1 1
Response_length 0 0 0 0 0 0
Check_response_crc 1 1 1 1 1 1
Data_expected 1 1 1 1 1 1
Read/write 1 0 1 0 0 0
Transfer_mode 0 0 0 0 0 0
Send_auto_stop 0 0 0 0 0 0
Wait_prevdata_complete | 0 0 0 0 0 0
Stop_abort_cmd 0 0 0 0 0 0
cmdarg Register Setup
32-hit
write Styff
Stuff bits | protect | Stuff bits Stuff bits bits Stuff bits
data
address
hlksiz Register Setup
| 16 E | Num_bytes (7 | 64 E 8
bytcnt Register Setup
(16 |4 | Num_bytes |64 |4 8

Note to Table 11-11:

(1) Num_bytes = Number of bytes specified as per the lock card data structure. Refer to the SD specification and the
MMC specification.
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Table 11-12.

CMD27 CMD30 CMD42 ACMD13 ACMD22 ACMD51

Command register programming

Cmd_index 6'h1B 6'h1E 6'h2A 6'hoD 6'h16 6'h33
Response_expect 1 1 1 1 1 1
Response_length 0 0 0 0 0 0
Check_response_crc 1 1 1 1 1 1
Data_expected 1 1 1 1 1 1
Read/write 1 0 1 0 0 0
Transfer_mode 0 0 0 0 0 0
Send_auto_stop 0 0 0 0 0 0
Wait_prevdata_complet 0 0 0 0 0 0
e

Stop_abort_cmd 0 0 0 0 0 0

Command Argument register programming

Stuff bits  32-bit write protect Stuff bits Stuff bits  Stuff bits  Stuff bits
data address

Block Size register programming

16 4 Num_bytes” 64 4 8

Byte Count register programming

16 4 Num_bytes” 64 4 8

*: Num_bytes = No. of bytes specified as per the lock card data structure  (Refer to the SD specification and
the MMC specification).

Clock Control Block

The clock control block provides different clock frequencies required for
SD/MMC/CE-ATA cards. The clock control block has one clock divider, which is
used to generate different card clock frequencies.

The clock frequency of a card depends on the following clock ctrl register settings:

m cl kdi v register—Internal clock dividers are used to generate different clock
frequencies required for the cards. The division factor for the clock divider can be
set by writing to the cl kdi v register. The clock divider is an 8-bit value that
provides a clock division factor from 1 to 510; a value of O represents a
clock-divider bypass, a value of 1 represents a divide by 2, a value of 2 represents a
divide by 4, and so on.

m cl ksrc register—Set this register to 0 as clock is divided by clock divider 0.
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m cl kenaregister—The ccl k_out card output clock can be enabled or disabled under
the following conditions:

m cclk_out is enabled when the ccl k_enabl e bit in the cl kena register is set to 1
and disabled when set to 0.

m  Low-power mode can be enabled by setting the ccl k_| ow_power bit of the
cl kena register to 1. If low-power mode is enabled to save card power, the
ccl k_out signal is disabled when the card is idle for at least eight card clock
cycles. Low-power mode is enabled when a new command is loaded and the
command path goes to a non-idle state.

Under the following conditions, the card clock is stopped or disabled:
m Clock can be disabled by writing to the cl kena register.

m  When low-power mode is selected and the card is idle for at least eight clock
cycles.

m FIFO buffer is full, data path cannot accept more data from the card, and data
transfer is incomplete—to avoid FIFO buffer overflow.

m  FIFO buffer is empty, data path cannot transmit more data to the card, and data

transfer is incomplete—to avoid FIFO buffer underflow.

L=~ The card clock must be disabled through the cl kena register before the host software
changes the values of the cl kdi v and cl ksr ¢ registers.

Error Detection

Errors can occur during card operations within the CIU in the following situations.

Response

m Response timeout—did not receive the response expected with response start bit
within the specified number of clock cycles in the timeout register.

m Response CRC error—response is expected and check response CRC requested;
response CRC-7 does not match with the internally-generated CRC-7.

m Response error—response transmission bit is not 0, command index does not

match with the command index of the send command, or response end bit is not 1.

Data Transmit

m No CRC status—during a write data transfer, if the CRC status start bit is not
received for two clock cycles after the end bit of the data block is sent out, the data
path performs the following actions:

m Signals no CRC status error to the BIU
m Terminates further data transfer

m Signals data transfer done to the BIU
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m Negative CRC—if the CRC status received after the write data block is negative
(that is, not 0b010), the data path signals a data CRC error to the BIU and continues
with the data transfer.

m Data starvation due to empty FIFO buffer—if the FIFO buffer becomes empty
during a write data transmission, or if the card clock stopped and the FIFO buffer
remains empty for a data-timeout number of clock cycles, the data path signals a
data-starvation error to the BIU and the data path continues to wait for data in the
FIFO buffer.

Data Receive

m Data timeout—during a read-data transfer, if the data start bit is not received
before the number of clock cycles specified in the timeout register, the data path
does the following action:

m Signals a data-timeout error to the BIU
m Terminates further data transfer
m Signals data transfer done to BIU

m Data SBE—during a 4-bit or 8-bit read-data transfer, if the all-bit data line does not
have a start bit, the data path signals a data SBE to the BIU and waits for a data
timeout, after which it signals that the data transfer is done.

m Data CRC error—during a read-data-block transfer, if the CRC-16 received does
not match with the internally generated CRC-16, the data path signals a data CRC
error to the BIU and continues with the data transfer.

m Data EBE—during a read-data transfer, if the end bit of the received data is not 1,
the data path signals an EBE to the BIU, terminates further data transfer, and
signals to the BIU that the data transfer is done.

m Data starvation due to FIFO buffer full—during a read data transmission and
when the FIFO buffer becomes full, the card clock stops. If the FIFO buffer remains
full for a data-timeout number of clock cycles, the data path signals a data
starvation error to the BIU, by setting the data starvation host timeout bit (ht 0) in
rintsts register to 1, and the data path continues to wait for the FIFO buffer to
empty.

Clocks
The SD/MMC controller clocks are listed in Table 11-13.

Table 11-13. SD/MMC Controller Clocks (Part 1 of 2)

Clock Name Direction Description

sdmt_cl k In Clock for SD/MMC controller CIU

[4 np_clk In Clock for SD/MMC controller BIU

sdmt_ccl k_out Out Generated output clock for card
Phase-shifted clock of sdmrc_cl k used to sample the command and data from

sdmrc_sanpl e_cl k Internal
the card
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Table 11-13. SD/MMC Controller Clocks (Part 2 of 2)

Clock Name Direction Description

Phase-shifted clock of sdnmt_cl k for controller to drive command and data to
the card to meet hold time requirements

sdnmre_cl k_di vi ded Internal Divide-by-four clock of sdmc_cl k

sdmme_drv_cl k Internal

Figure 11-10 shows the connection of various clocks to the controller.

Figure 11-10. SD/MMC Controller Clock Connections
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The sdmt_cl k clock from the clock manager is divided by four (sdmc_cl k_di vi ded
clock) before passed to the phase shifters and controller. The phase shifters are used to
generate the sdmt_drv_cl k and sdmmt_sanpl e_cl k clocks. These phase shifters
provide up to eight phases shift which include 0, 45, 90, 135, 180, 225, 270, and 315
degrees. The sdmt_sanpl e_cl k clock can be driven by the output from the phase
shifter. The selections of phase shift degree and sdmmt_sanpl e_cl k source are done in
the system manager. For information about setting the phase shift and selecting the
source of the sdmt_sanpl e_cl k clock, refer to “Clock Setup” on page 11-40.

The controller generates the sdrmt_ccl k_out clock, which is driven to the card. For
more information about the generation of the sdmmt_ccl k_out clock, refer to “Clock
Control Block” on page 11-31.

Resets

The SD/MMC controller has one reset signal. The reset manager drives this signal to
the SD/MMC controller on a cold or warm reset.
“ e For more information, refer to the Reset Manager chapter in volume 3 of the Cyclone V
Device Handbook.
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Interface Signals
Table 11-14 lists I/O pin use of the SD/MMC controller interface signals.

Table 11-14. SD/MMC Controller Interface 1/0 Pins

Signal Width | Direction Description
sdmt_ccl k_out |1 Out Clock from controller to the card
sdnrec_cnd 1 In/Out Card command
sdmt_pwr en 1 Out External device power enable
sdmrc_dat a 8 In/Out Card data

SD/MMC Controller Programming Model

Initialization
This section describes how to initialize the SD/MMC controller.

Figure 11-11 shows the initialization flow of the SD/MMC controller. After the power
and clock to the controller are stable, the controller active-low reset is asserted. The
reset sequence initializes the registers, FIFO buffer pointers, DMA interface controls,
and state machines in the controller.

Figure 11-11. SD/MMC Controller Initialization Sequence
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Software must perform the following steps after the power-on-reset:

1.

Cyclone V Device Handbook

Before enabling power to the card, confirm that the voltage setting to the voltage
regulator is correct.

Enable power to the card by setting the power enable bit (power _enabl e) in the
power enable register (pw en) to 1. Wait for the power ramp-up time before
proceeding to the next step.

Set the interrupt masks by resetting the appropriate bits to 0 in the i nt mask
register.

Set the i nt _enabl e bit of the ctr| register to 1.

=~ Altera recommends that you write OXFFFFFFFF to the ri nt st s register to
clear any pending interrupts before setting the i nt _enabl e bit to 1.

Discover the card stack according to the card type. For discovery, you must restrict
the clock frequency to 400 kHz in accordance with SD/MMC/CE-ATA standards.
For more information, refer to “Enumerated Card Stack” on page 11-37.

Set the clock source assignments. Set the card frequency using the cl kdi v and
cl ksr ¢ registers of the controller. For more information, refer to “Clock Setup” on
page 11-40.

The following common registers and fields can be set during initialization process:

m The response timeout field (r esponse_ti nmeout ) of the t nout register. A typical
value is 0x64.

m The data timeout field (dat a_t i meout ) of the t nout register, highest of the
following:

B 10*Nxc
=10* ((TAAC * Fop) + (100 * NSACQC))
where:
Nuc = card device total access time

TAAC = Time-dependent factor of the data access time
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Fop = The card clock frequency used for the card operation
NSAC = Worst-case clock rate-dependent factor of the data access time
m  Host FIFO buffer latency
On read: Time elapsed before host starts reading from a full FIFO buffer
On write: Time elapsed before host starts writing to an empty FIFO buffer
Debounce counter register (debnce). A typical debounce value is 25 ms.

TX watermark field (t x_wmar k) of the FIFO threshold watermark register
(fifoth). Typically, the threshold value is set to 512, which is half the FIFO
buffer depth.

RX watermark field (r x_wmar k) of the fifoth register. Typically, the threshold
value is set to 511.

These registers do not need to be changed with every SD/MMC/CE-ATA
command. Set them to a typical value according to the SD/MMC/CE-ATA
specifications.

Enumerated Card Stack

The card stack performs the following tasks:

m Discovers the connected card

m  Sets the relative Card Address Register (RCA) in the connected card

B Reads the card specific information

m Stores the card specific information locally

The card connected to the controller can be an MMC, CE-ATA, SD or SDIO (including
10 ONLY, MEM ONLY and COMBO) card. To identify the connected card type, the
following discovery sequence is needed:

1. Reset the card width 1 or 4 bit (car d_wi dt h2) and card width 8 bit (car d_wi dt h1)
fields in the ct ype register to 0.

2. Identify the card type as SD, MMC, SDIO or SDIO-COMBO:

a.

November 2012  Altera Corporation

Send an SD/SDIO IO_SEND_OP_COND (CMD5) command with argument 0
to the card.

Read r esp0 on the controller. The response to the IO_SEND_OP_COND
command gives the voltage that the card supports.

Send the IO_SEND_OP_COND command, with the desired voltage window in
the arguments. This command sets the voltage window and makes the card
exit the initialization state.

. Check bit 27 in r esp0.

m If bit 27 is 0, the SDIO card is IO ONLY. In this case, proceed to step 5.

m Ifbit 27 is 1, the card type is SDIO COMBO. Continue with the following
steps.
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3. Only continue with this step if the SDIO card type is COMBO or there is no
response received from the previous IO_SEND_OP_COND command. Otherwise,
skip to step 5.

a. Send the SD/SDIO SEND_IF_COND (CMDS8) command with the following
arguments:

= Bit[31:12] = 0x0 (reserved bits)

m Bit[11:8] = 0x1 (supply voltage value)

m Bit[7:0] = 0xAA (preferred check pattern by SD memory cards compliant
with SDIO Simplified Specification Version 2.00 and later.)

“ =@ Refer to SDIO Simplified Specification Version 2.00 as described in
“References” on page 11-79:

b. If a response is received to the previous SEND_IF_COND command, the card
supports SD High-Capacity, compliant with SD Specifications, Part 1, Physical
Layer Simplified Specification Version 2.00.

If no response is received, proceed to step e.

c. Send the SD_SEND_OP_COND (ACMD41) command with the following
arguments:

Bit[31] = 0x0 (reserved bits)

Bit[30] = Ox1 (high capacity status)
Bit[29:25] = 0x0 (reserved bits)
Bit[24] = Ox1 (S18R --supports voltage switching for 1.8V)

Bit[23:0] = supported voltage range

d. If a response is received to the previous SD_SEND_OP_COND command, the
card type is SDHC. Otherwise, the card is MMC or CE-ATA. In either case, skip
the following steps and proceed to step 5.

e. If aresponse is not received to the initial SEND_IF_COND command, the card
does not support High Capacity SD2.0. Next, issue the GO_IDLE_STATE
command followed by the SD_SEND_OP_COND command with the
following arguments:

Bit[31] = 0x0 (reserved bits)

Bit[30] = 0x0 (high capacity status)
Bit[29:24] = 0x0 (reserved bits)

Bit[23:0] = supported voltage range

f. If a response is received to the previous SD_SEND_OP_COND command, the
card is SD type. Otherwise, the card is MMC or CE-ATA.
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You must issue the SEND_IF_COND command prior to the first
SD_SEND_OP_COND command, to initialize the High Capacity SD
memory card. The card returns busy as a response to the
SD_SEND_OP_COND command when any of the following conditions are
true:

The card executes its internal initialization process.

A SEND_IF _COND command is not issued before the
SD_SEND_OP_COND command.

The ACMD41 command is issued. In the command argument, the Host
Capacity Support (HCS) bit is set to 0, for a high capacity SD card.

4. Use the following sequence to determine whether the card is a CE-ATA 1.1,
CE-ATA 1.0, or MMC device:

a. Determine whether the card is a CE-ATA v1.1 card device by attempting to
select ATA mode. Send the SD/SDIO SEND_IF_COND command, querying
byte 504 (S_CMD_SET) of the EXT_CSD register block in the external card.

If bit 4 is set to 1, the card device supports ATA mode. Send the
SWITCH_FUNC (CMD6) command, setting the ATA bit (bit 4) of the
EXT_CSD register slice 191 (CMD_SET) to 1. This command selects ATA
mode and activates the ATA command set.

You can verify the currently selected mode by reading it back from byte 191
of the EXT_CSD register.

Skip to step 5.

If the card device does not support ATA mode, it might be an MMC card or
a CE-ATA v1.0 card. Continue to Step b.

Determine whether the card is a CE-ATA 1.0 card device or an MMC card
device by sending the RW_REG command. If a response is received and the
response data contains the CE-ATA signature, the card is a CE-ATA 1.0 card
device. Otherwise, the card is an MMC card device.

5. At this point, the software has determined the card type as SD/SDHC, SDIO or
SDIO-COMBO. Now it must enumerate the card stack according to the type that
has been discovered.
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6. Set the card clock source frequency to the frequency of identification clock rate,
400 KHz. Use one of the following discovery command sequences:

m  For an SD card or an SDIO memory section, send the following SD/SDIO
command sequence:

s GO_IDLE_STATE

= SEND_IF_COND

s SD_SEND_OP_COND (ACMD41)

s ALL_SEND_CID (CMD2)

s SEND_RELATIVE_ADDR (CMD3)
m  For an SDIO card, send the following command sequence:

s JO_SEND_OP_COND.

m If the function count is valid, send the SEND_RELATIVE_ADDR command.
m  For an MMC, send the following command sequence:

s GO_IDLE_STATE

= SEND_OP_COND (CMD1)

s ALL_SEND_CID

s SEND_RELATIVE_ADDR

7. You can change the card clock frequency after discovery by writing a value to the
cl kdi v register that divides down the sdmmt_cl k clock.

The following list shows typical clock frequencies for various types of cards:
m  SD memory card, 25 MHz

m MMC card device, 12.5 MHz

m Full speed SDIO, 25 MHz

m  Low speed SDIO, 400 kHz

Clock Setup

The following registers of the SD/MMC controller allow software to select the desired
clock frequency for the card:

m clksrc
m clkdiv
m clkena

The controller loads these registers when it receives an update clocks command, as
described in this section. To change the card clock frequency, perform the following
steps:

1. Before disabling the clocks, ensure that the card is not busy with any previous data
command. To do so, verify that the dat a_busy bit of the status register (st at us) is

0.
2. Reset the ccl k_enabl e bit of the cl kena register to 0, to disable the card clock
generation.
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3. Reset the cl ksr ¢ register to 0.
4. Set the following bits in the cnu register to 1:
m updat e_cl k_regs_onl y—Specifies the update clocks command

m wait_prvdata_conpl et e—Ensures that clock parameters do not change until
any ongoing data transfer is complete

m start_cmd—Initiates the command

5. Wait until the start _cnd and updat e_cl k_r egs_onl y bits change to 0. There is no
interrupt when the clock modification completes. The controller does not set the
command_done bit in the ri nt st s register upon command completion. The
controller might signal a hardware lock error if it already has another command in
the queue. In this case, return to Step 4.

For information about hardware lock errors, refer to “Interrupt and Error
Handling” on page 11-66.

6. Reset the sdmc_cl k_enabl e bit to 0 in the enabl e register of the clock manager
peripheral PLL group (per pl | gr p).

7. In the control register (ct r| ) of the SDMMC controller group (sdnmmcgr p) in the
system manager, set the drive clock phase shift select (dr vsel ) and sample clock
phase shift select (snpl sel ) bits to specify the required phase shift value.

8. Set the sdmt_cl k_enabl e bit in the Enabl e register of the clock manager
perpl | grp group to 1.

9. Set the cl kdi v register of the controller to the correct divider value for the required
clock frequency.

10. Set the ccl k_enabl e bit of the cl kena register to 1, to enable the card clock
generation.

You can also use the ¢l kena register to enable low-power mode, which
automatically stops the sdmt_ccl k_out clock when the card is idle for more than
eight clock cycles.

Controller/DMA/FIFO Buffer Reset Usage

The following list shows the effect of reset on various parts in the SD/MMC
controller:

m Controller reset—resets the controller by setting the control | er _reset bit in the
ctrl register to 1. Controller reset resets the CIU and state machines, and also
resets the BIU-to-CIU interface. Because this reset bit is self-clearing, after issuing
the reset, wait until this bit changes to 0.

m FIFO buffer reset—resets the FIFO buffer by setting the FIFO reset bit (fi f o_r eset)
in the ctrl register to 1. FIFO bulffer reset resets the FIFO buffer pointers and
counters in the FIFO buffer. Because this reset bit is self-clearing, after issuing the
reset, wait until this bit changes to 0.
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m DMA reset—resets the internal DMA controller logic by setting the DMA reset bit
(dma_reset ) in the ctrl register to 1, which immediately terminates any DMA
transfer in progress. Because this reset bit is self-clearing, after issuing the reset,
wait until this bit changes to 0.

=~ Ensure that the DMA is idle before performing a DMA reset. Otherwise, the
L3 interconnect might be left in an indeterminate state.

Altera recommends setting the control | er _reset, fifo_reset, and dma_reset bits in
the ctrl register to 1 first, and then resetting the ri nt st s register to 0 using another
write, to clear any resultant interrupt.

Enabling FIFO Buffer ECC

To protect the FIFO buffer data with ECC, you must enable the ECC feature before
performing any operations with the SD/MMC controller. Perform the following steps
to enable the FIFO buffer ECC feature:

1. Verify there are no commands committed to the controller.

2. Ensure that the FIFO buffer is initialized. Initialize the FIFO buffer by writing 0 to
all 1024 FIFO bulffer locations. A FIFO buffer write to any address from 0x200 to
the maximum FIFO buffer size is valid.

3. Set the SDMMC RAM ECC single and double, correctable error interrupt status
bits (serrporta,derrporta,serrportb,and derrportb)to1in the sdmt register in
the eccgr p group of the system manager, to clear any previously-detected ECC
erTors.

4. Reset the FIFO buffer by setting the fi f o_reset bit to 1in the ctrl register. This
action resets pointers and counters in the FIFO buffer. This reset bit is self-clearing,
so after issuing the reset, wait until the bit changes to 0.

5. Set the en bit in sdnmt register in eccgr p group of the system manager to 1, to
enable ECC for the FIFO buffer in SD/MMC controller.

Non-Data Transfer Commands

To send any non-data transfer command, the software needs to write the cntl register
and the cndar g register with appropriate parameters. Using these two registers, the
controller forms the command and sends it to the CMD pin. The controller reports
errors in the command response through the error bits of the ri nt st s register.

When a response is received—either erroneous or valid—the controller sets the
command_done bit in the ri nt st s register to 1. A short response is copied to r esp0,
while a long response is copied to all four response registers (r esp0, r espl, resp2, and
resp3). For long responses, bit 31 of r esp3 represents the MSB and bit 0 of r esp0
represents the LSB.

For basic and non-data transfer commands, perform the following steps:
1. Write the cnular g register with the appropriate command argument parameter.

2. Write the cnu register with the settings in Table 11-15 on page 11-44.
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3.

Wait for the controller to accept the command. The start _cnd bit changes to 0
when the command is accepted.

The following actions occur when the command is loaded into the controller:

m If no previous command is being processed, the controller accepts the
command for execution and resets the st art _cnt bit in the cnd register to 0. If a
previous command is being processed, the controller loads the new command
in the command buffer.

m If the controller is unable to load the new command—that is, a command is
already in progress, a second command is in the buffer, and a third command is
attempted—the controller generates a hardware lock error.

Check if there is a hardware lock error.

Wait for command execution to complete. After receiving either a response from a
card or response timeout, the controller sets the conmand_done bit in therint sts
register to 1. Software can either poll for this bit or respond to a generated
interrupt (if enabled).

Check if the response timeout boot acknowledge received (bar ), rcrc, or r e bit is
set to 1. Software can either respond to an interrupt raised by these errors or poll
there,rcrc, and bar bits of the ri nt st s register. If no response error is received,

the response is valid. If required, software can copy the response from the
response registers.

(= Software cannot modify clock parameters while a command is being executed.
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Table 11-15. cmd Register Settings for Non-Data Transfer Command

Parameter Value Comment
Default
start_cmd 1 This bit resets itself to 0 after the command is committed.
use_hol d_reg 1or0 Choose the value based on the speed mode being used.
update_cl k_regs_only 0 Indicates that the command is not a clock update command
dat a_expect ed 0 Indicates that the command is not a data command
card_number 1 For one card
emd i ndex Command Set this parameter to the command number. For example, set to 8 for the
- Index SD/SDIO SEND_IF_COND (CMD8) command.

1 for card reset commands such as the SD/SDIO GO_IDLE_STATE
send_initialization Oor1 command

0 otherwise

1 for a command to stop data transfer, such as the SD/SDIO
st Op_abor t _ij Oori STOP_TRANS'V“SS'ON command

0 otherwise

1 for R2 (long) response
response_| ength Oor1

0 for short response

0 for commands with no response, such as SD/SDIO GO_IDLE_STATE,
response_expect Oori SET_DSR (CMD4), or GO_INACTIVE_STATE (CMD15).

1 otherwise

User-Selectable

Before sending a command on the command line, the host must wait for

wait orvdata comol ete 1 completion of any data command already in process. Altera recommends
-P -conp that you set this bit to 1, unless the current command is to query status or

stop data transfer when transfer is in progress.

1 if the response includes a valid CRC, and the software is required to
check_response_crc 10r0 crosscheck the response CRC bits.

0 otherwise

Data Transfer Commands

Data transfer commands transfer data between the memory card and the controller.
To issue a data command, the controller requires a command argument, total data

size, and block size. Data transferred to or from the memory card is buffered by the
controller FIFO buffer.

Before issuing a data transfer command, software must confirm that the card is not
busy and is in a transfer state, by performing the following steps:

1. Issue an SD/SDIO SEND_STATUS (CMD13) command. The controller sends the
status of the card as the response to the command.

2. Check the card’s busy status.
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3. Wait until the card is not busy.

4. Check the card’s transfer status. If the card is in the stand-by state, issue an
SD/SDIO SELECT/DESELECT_CARD (CMD?7) command to place it in the
transfer state.

During CE-ATA RW_BLK write transfers, the MMC busy signal might be asserted
after the last block. If the CE-ATA card device interrupt is disabled (the nIEN bit in the
card device’s ATA control register is set to 1), the dt 0 bit in the ri nt st s register is set
to 1 even though the card sends MMC BUSY. The host cannot issue the CMD60
command to check the ATA busy status after a CMD61 command. Instead, the host
must perform one of the following actions:

m Issue the SEND_STATUS command and check the MMC busy status before
issuing a new CMD60 command

m Issue the CMD39 command and check the ATA busy status before issuing a new
CMD60 command

For the data transfer commands, software must set the ct ype register to the bus width
that is programmed in the card.

The controller generates an interrupt for different conditions during data transfer,
which are reflected in the following ri nt st s register bits:

1. dt o—Data transfer is over or terminated. If there is a response timeout error, the
controller does not attempt any data transfer and the Data Transfer Over bit is
never set.

2. Transmit FIFO data request bit (t xdr )—The FIFO buffer threshold for transmitting
data is reached; software is expected to write data, if available, into the FIFO
buffer.

3. Receive FIFO data request bit (r xdr )—The FIFO buffer threshold for receiving data
is reached; software is expected to read data from the FIFO buffer.

4. ht o—The FIFO bulffer is empty during transmission or is full during reception.
Unless software corrects this condition by writing data for empty condition, or
reading data for full condition, the controller cannot continue with data transfer.
The clock to the card is stopped.

bds—The card has not sent data within the timeout period.
der c—A CRC error occurred during data reception.

sbe—The start bit is not received during data reception.

® N o o

ebe—The end bit is not received during data reception, or for a write operation. A
CRC error is indicated by the card.

Conditions 6, 7, and 8 indicate that the received data might have errors. If there is a
response timeout, no data transfer occurs.
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Single-Block or Multiple-Block Read

To implement a single-block or multiple-block read, the software performs the
following steps:

1.

Write the data size in bytes to the byt ¢cnt register. For a multi-block read, byt cnt
must be a multiple of the block size.

Write the block size in bytes to the bl ksi z register. The controller expects data to
return from the card in blocks of size bl ksi z.

If the read round trip delay, including the card delay, is greater than half of
sdme_cl k_di vi ded, write to the card threshold control register (cardthrctl) to
ensure that the card clock does not stop in the middle of a block of data being
transferred from the card to the host. For more information, refer to “Card Read
Threshold” on page 11-64.

L= If the card read threshold enable bit (car dr dt hr en) is 0, the host system
must ensure that the RX FIFO buffer does not become full during a read
data transfer by ensuring that the RX FIFO bulffer is read at a rate faster than
that at which data is written into the FIFO buffer. Otherwise, an overflow
might occur.

Write the cndar g register with the beginning data address for the data read.

Write the cnd register with the parameters listed in Table 11-16. For SD and MMC
cards, use the SD/SDIO READ_SINGLE_BLOCK (CMD17) command for a
single-block read and the READ_MULTIPLE_BLOCK (CMD18) command for a
multiple-block read. For SDIO cards, use the IO_RW_EXTENDED (CMD53)
command for both single-block and multiple-block transfers. After writing to the
cnd register, the controller starts executing the command. When the command is
sent to the bus, the Command Done interrupt is generated.

Software must check for data error interrupts, reported in the dcr ¢, bds, she, and
ebe bits of the ri nt st s register. If required, software can terminate the data
transfer by sending an SD/SDIO STOP command.
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7. Software must check for host timeout conditions in the ri nt st s register:

Receive FIFO buffer data request

Data starvation from host—the host is not reading from the FIFO buffer fast
enough to keep up with data from the card. To correct this condition, software
must perform the following steps:

m Read thefifo_count field of the st at us register

m Read the corresponding amount of data out of the FIFO buffer

In both cases, the software must read data from the FIFO buffer and make space in
the FIFO buffer for receiving more data.

8. When a DTO interrupt is received, the software must read the remaining data from

the FIFO buffer.

Table 11-16. cmd Register Settings for Single-Block and Multiple-Block Reads

Parameter Value Comment
Default

start_cmd 1 This bit resets itself to 0 after the command is committed.
use_hol d_reg 1or0 Choose the value based on speed mode being used.
update_cl k_regs_only 0 Does not need to update clock parameters
dat a_expect ed 1 Data command
card_number 1 For one card
transfer_node 0 Block transfer

1 for a card reset command such as the SD/SDIO GO_IDLE_STATE
send_initialization 0 command

0 otherwise

1 for a command to stop data transfer such as the SD/SDIO
st Op_abor t _ij 0 STOP_TRANSM'SS'ON command

0 otherwise
send_aut o_stop Oor1 Set according to Table 11-10 on page 11-28
read wite 0 Read from card

1 for R2 (long) response
response_l ength 0

0 for short response

0 for commands with no response, such as SD/SDIO GO_IDLE_STATE,
response_expect 1or0 SET_DSR, and GO_|NACT|VE_STATE

1 otherwise

User-Selectable
. 0—sends command to CIU immediately

wai t _prvdata_conpl ete 1or0 .

1—sends command after previous data transfer ends

0—_Controller must not check response CRC
check_response_crc 1or0

1—Controller must check response CRC

Command Set this parameter to the command number. For example, setto 17 or 18

cnd_i ndex Index for SD/SDIO READ_SINGLE_BLOCK (CMS17) or

READ_MULTIPLE_BLOCK (CMD18).
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Single-Block or Multiple-Block Write

The following steps comprise a single-block or multiple-block write:

1.

Cyclone V Device Handbook

Write the data size in bytes to the byt ¢cnt register. For a multi-block write, byt cnt
must be a multiple of the block size.

Write the block size in bytes to the bl ksi z register. The controller sends data in
blocks of size bl ksi z each.

Write the cndar g register with the data address to which data must be written.

Write data into the FIFO buffer. For best performance, the host software should
write data continuously until the FIFO buffer is full.

Write the cid register with the parameters listed in Table 11-17 on page 11-49. For
SD and MMC cards, use the SD/SDIO WRITE_BLOCK (CMD24) command for a

single-block write and the WRITE_MULTIPLE_BLOCK (CMD25) command for a

multiple-block writes. For SDIO cards, use the IO_RW_EXTENDED command for
both single-block and multiple-block transfers.

After writing to the cnd register, the controller starts executing a command if there
is no other command already being processed. When the command is sent to the
bus, a Command Done interrupt is generated.

Software must check for data error interrupts; that is, for dcr ¢, bds, and ebe bits of

the ri nt st s register. If required, software can terminate the data transfer early by
sending the SD/SDIO STOP command.
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7. Software must check for host timeout conditions in the ri nt st s register:

m Transmit FIFO buffer data request

m Data starvation by the host—the controller wrote data to the card faster than
the host could supply the data.

In both cases, the software must write data into the FIFO buffer.

There are two types of transfers: open-ended and fixed length.

m  Open-ended transfers—For an open-ended block transfer, the byte count is 0.
At the end of the data transfer, software must send the STOP_TRANSMISSION
command (CMD12).

Fixed-length transfers—The byte count is nonzero. You must already have
written the number of bytes to the byt cnt register. The controller issues the
STOP command for you if you set the send_aut o_st op bit of the cnt register to
1. After completion of a transfer of a given number of bytes, the controller
sends the STOP command. Completion of the AUTO_STOP command is
reflected by the Auto Command Done interrupt. A response to the
AUTO_STOP command is written to the r espl register.

If software does not set the send_aut 0_st op bit in the cnd register to 1, software
must issue the STOP command just like in the open-ended case.

When the dt 0 bit of the ri nt st s register is set, the data command is complete.

Table 11-17. cmd Register Settings for Single-Block and Multiple-Block Write (Part 1 of 2)

Parameter Value Comment
Default
start_cmd 1 gsz) bit resets itself to 0 after the command is committed (accepted by the
use_hol d_reg 1or0 Choose the value based on speed mode being used.
update_cl k_regs_only 0 Does not need to update clock parameters
dat a_expect ed 1 Data command
card_number 1 For one card
transfer_node 0 Block transfer
send initialization 0 Can be 1, but only for card reset commands such as SD/SDIO
- GO_IDLE_STATE
stop_abort_crmd 0 Can be 1 for commands to stop data transfer such as SD/SDIO
- - STOP_TRANSMISSION
send_aut o_stop Oor1 Set according to Table 11-10 on page 11-28
read wite 1 Write to card
response_l ength 0 Can be 1 for R2 (long) response
esponse._expect 1 Can be 0 for commands with no response. For example, SD/SDIO
GO_IDLE_STATE, SET_DSR, GO_INACTIVE_STATE etc.
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Table 11-17. cmd Register Settings for Single-Block and Multiple-Block Write (Part 2 of 2)

Parameter Value Comment
Default
User-Selectable
wai t_prvdata_compl ete ’ 0—Sends command to the CIU immediately

1—Sends command after previous data transfer ends

check_response_crc

0—~Controller must not check response CRC
1—Controller must check response CRC

cnd_i ndex

Set this parameter to the command number. For example, set to 24 for
SD/SDIO WRITE_BLOCK (CMD24) or 25 for WRITE_MULTIPLE_BLOCK
(CMD25).

Command
Index

Cyclone V Device Handbook

Stream Read and Write

In a stream transfer, if the byte count is equal to 0, the software must also send the
SD/SDIO STOP command. If the byte count is not 0, when a given number of bytes
completes a transfer, the controller sends the STOP command automatically.
Completion of this AUTO_STOP command is reflected by the Auto_command_done
interrupt. A response to an AUTO_STOP command is written to the r espl register. A
stream transfer is allowed only for card interfaces with a 1-bit data bus.

A stream read requires the same steps as the block read described in”Single-Block or
Multiple-Block Read” on page 11-46, except for the following bits in the ¢ register:

m transfer_nmode = 0x1 (for stream transfer)
m cnd_i ndex =20 (SD/SDIO CMD20)

A stream write requires the same steps as the block write mentioned in “Single-Block
or Multiple-Block Write” on page 1148, except for the following bits in the crd
register:

m transfer_node = 0x1 (for stream transfer)

m cnd_index = 11 (SD/SDIO CMD11)

Packed Commands

To reduce overhead, read and write commands can be packed in groups of
commands—either all read or all write—that transfer the data for all commands in the
group in one transfer on the bus. Use the SD/SDIO SET_BLOCK_COUNT (CMD?23)
command to state ahead of time how many blocks will be transferred. Then issue a
single READ_MULTIPLE_BLOCK or WRITE_MULTIPLE_BLOCK command to read
or write multiple blocks.

m SET_BLOCK_COUNT—set block count (number of blocks transferred using the
READ_MULTIPLE_BLOCK or WRITE_MULTIPLE_BLOCK command)

m READ_MULTIPLE_BLOCK—multiple-block read command
m WRITE_MULTIPLE_ BLOCK—multiple-block write command

Packed commands are organized in packets by the application software and are
transparent to the controller.
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e For more information about packed commands, refer to JEDEC Standard No. 84-A441,
as referenced in “References” on page 11-79.

Transfer Stop and Abort Commands

This section describes stop and abort commands. The SD/SDIO
STOP_TRANSMISSION command can terminate a data transfer between a memory
card and the controller. The ABORT command can terminate an I/O data transfer for
only an SDIO card.

STOP_TRANSMISSION (CMD12)

The host can send the STOP_TRANSMISSION (CMD12) command on the CMD pin at
any time while a data transfer is in progress. Perform the following steps to send the
STOP_TRANSMISSION command to the SD/SDIO card device:

1. Set the wai t _prvdata_conpl et e bit of the cnd register to 0.
2. Set the st op_abort _cnd in the cni register to 1, which ensures that the CIU stops.

The STOP_TRANSMISSION command is a non-data transfer command. For more
information, refer to “Non-Data Transfer Commands” on page 11-42.

ABORT

The ABORT command can only be used with SDIO cards. To abort the function that is
transferring data, program the ABORT function number in the ASx[2:0] bits at
address 0x06 of the card common control register (CCCR) in the card device, using the
IO_RW_DIRECT (CMD52) command. The CCCR is located at the base of the card
space 0x0 — OxFF.

The ABORT command is a non-data transfer command. For more information, refer to
“Non-Data Transfer Commands” on page 11-42.

Perform the following steps to send the ABORT command to the SDIO card device:

1. Set the cnular g register to include the appropriate command argument parameters
listed in Table 11-18.

2. Send the IO_RW_DIRECT command by setting the following fields of the cnd
register:

m  Set the command index to 0x52 (I0_RW_DIRECT).

m  Set the st op_abort _cnd bit of the cnil register to 1 to inform the controller that
the host aborted the data transfer.

m  Set the wai t _prvdat a_conpl et e bit of the cnd register to 0.
3. Wait for the cnd bit in the ri nt st s register to change to 1.

4. Read the response to the IO_RW_DIRECT command (R5) in the response registers
for any errors.
“ =@ For more information about response values, refer to the Physical Layer Simplified
Specification, Version 3.01 as described in “References” on page 11-79.
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Table 11-18. cmdarg Register Settings for SD/SDI0 ABORT Command

Bits Contents Value
31 R/W flag 1
30:28 Function number 0, for access to the CCCR in the card device
27 RAW flag 1, if needed to read after write
26 Don't care -
25:9 Register address 0x06
8 Don't care -
7:0 Write data Function number to abort

Internal DMA Controller Operations

For better performance, you can use the internal DMA controller to transfer data
between the host and the controller. This section describes the internal DMA
controller’s initialization process, and transmission sequence, and reception sequence.

Internal DMA Controller Initialization

To initialize the internal DMA controller, perform the following steps:

1. Set the required bnod register bits:

m If the internal DMA controller enable bit (de) of the bnod register is set to 0
during the middle of a DMA transfer, the change has no effect. Disabling only
takes effect for a new data transfer command.

m Issuing a software reset immediately terminates the transfer. Prior to issuing a
software reset, Altera recommends the host reset the DMA interface by setting
the dma_r eset bit of the ctrl register to 1.

m  The pbl field of the bnod register is read-only and a direct reflection of the
contents of the DMA multiple transaction size field
(dw_dma_nul tipl e_transaction_size) in the fi f ot h register.

m  The f b bit of the bnod register has to be set appropriately for system

performance.

2. Write to the i di nt en register to mask unnecessary interrupt causes according to
the following guidelines:

m  When a Descriptor Unavailable interrupt is asserted, the software needs to
form the descriptor, appropriately set its own bit, and then write to the poll
demand register (pl dmd) for the internal DMA controller to re-fetch the

descriptor.

m Itis always appropriate for the software to enable abnormal interrupts because
any errors related to the transfer are reported to the software.
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3.

Populate either a transmit or receive descriptor list in memory. Then write the base
address of the first descriptor in the list to the internal DMA controller’s descriptor
list base address register (dbaddr ). The DMA controller then proceeds to load the
descriptor list from memory.

The next two sections, “Internal DMA Controller Transmission Sequences” and
“Internal DMA Controller Reception Sequences” on page 11-54, describe this step
in detail.

Internal DMA Controller Transmission Sequences

To use the internal DMA controller to transmit data, perform the following steps:

1.

10.

The host sets up the Descriptor fields (DESO0—DES3) for transmission and sets the
OWN bit (DES0[31]) to 1. The host also loads the data buffer in system memory
with the data to be written to the SD card.

The host writes the appropriate write data command (SD/SDIO WRITE_BLOCK
or WRITE_MULTIPLE_BLOCK) to the cnd register. The internal DMA controller
determines that a write data transfer needs to be performed.

The host sets the required transmit threshold level in the t x_wrar k field in the
fifoth register.

The internal DMA controller engine fetches the descriptor and checks the OWN
bit. If the OWN bit is set to 0, the host owns the descriptor. In this case, the internal
DMA controller enters the suspend state and asserts the Descriptor Unable
interrupt. The host then needs to set the descriptor OWN bit to 1 and release the
DMA controller by writing any value to the pl dmd register.

The host must write the descriptor base address to the dbaddr register.

The internal DMA controller waits for the Command Done (CD) bit in the ri ntsts
register to be set to 1, with no errors from the BIU. This condition indicates that a
transfer can be done.

The internal DMA controller engine waits for a DMA interface request from BIU.
The BIU divides each transfer into smaller chunks. Each chunk is an internal
request to the DMA. This request is generated based on the transmit threshold
value.

The internal DMA controller fetches the transmit data from the data buffer in the
system memory and transfers the data to the FIFO buffer in preparation for
transmission to the card.

When data spans across multiple descriptors, the internal DMA controller fetches
the next descriptor and continues with its operation with the next descriptor. The
Last Descriptor bit in the descriptor DESO field indicates whether the data spans
multiple descriptors or not.

When data transmission is complete, status information is updated in the i dst s
register by setting the ti bit to 1, if enabled. Also, the OWN bit is set to 0 by the
DMA controller by updating the DESO field of the descriptor.
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Internal DMA Controller Reception Sequences

To use the internal DMA controller to receive data, perform the following steps:

1.

10.

The host sets up the descriptor fields (DESO—DES3) for reception, sets the OWN
(DESO [31]) to 1.

The host writes the read data command to the cntl register in BIU. The internal
DMA controller determines that a read data transfer needs to be performed.

The host sets the required receive threshold level in the r x_wmark field in the
fifoth register.

The internal DMA controller engine fetches the descriptor and checks the OWN
bit. If the OWN bit is set to 0, the host owns the descriptor. In this case, the internal
DMA controller enters suspend state and asserts the Descriptor Unable interrupt.
The host then needs to set the descriptor OWN bit to 1 and release the DMA
controller by writing any value to the pl dnmd register.

The host must write the descriptor base address to the dbaddr register.

The internal DMA controller waits for the CDbit in the ri nt st s register to be set to
1, with no errors from the BIU. This condition indicates that a transfer can be done.

The internal DMA controller engine waits for a DMA interface request from the
BIU. The BIU divides each transfer into smaller chunks. Each chunk is an internal
request to the DMA. This request is generated based on the receive threshold
value.

The internal DMA controller fetches the data from the FIFO buffer and transfers
the data to system memory.

When data spans across multiple descriptors, the internal DMA controller fetches
the next descriptor and continues with its operation with the next descriptor. The
Last Descriptor bit in the descriptor indicates whether the data spans multiple
descriptors or not.

When data reception is complete, status information is updated in the i dst s
register by setting the ri bit to 1, if enabled. Also, the OWN bit is set to 0 by the
DMA controller by updating the DESO field of the descriptor.

Commands for SDIO Card Devices

This section describes the commands to temporarily halt the transfers between the
controller and SDIO card device.

Suspend and Resume Sequence

For SDIO cards, a data transfer between an I/O function and the controller can be
temporarily halted using the SUSPEND command. This capability might be required
to perform a high-priority data transfer with another function. When desired, the
suspended data transfer can be resumed using the RESUME command.
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The SUSPEND and RESUME operations are implemented by writing to the
appropriate bits in the CCCR (Function 0) of the SDIO card. To read from or write to
the CCCR, use the controller’s IO_RW_DIRECT command.

Suspend

To suspend data transfer, perform the following steps:

1. Check if the SDIO card supports the SUSPEND/RESUME protocol. This can be
done through the SBS bit in the CCCR at offset 0x08 of the card.

2. Check if the data transfer for the required function number is in process. The
function number that is currently active is reflected in the function select bits (FSx)
of the CCCR, bits 3:0 at offset 0xOD of the card.

Il = If the bus status bit (BS), bit 0 at address 0xC, is 1, only the function number
given by the FSx bits is valid.

3. To suspend the transfer, set the bus release bit (BR), bit 2 at address 0xC, to 1.

4. Poll the BR and BS bits of the CCCR at offset 0x0C of the card until they are set to 0.
The BS bit is 1 when the currently-selected function is using the data bus. The BR
bit remains 1 until the bus release is complete. When the BR and BS bits are 0, the
data transfer from the selected function is suspended.

5. During a read-data transfer, the controller can be waiting for the data from the
card. If the data transfer is a read from a card, the controller must be informed after
the successful completion of the SUSPEND command. The controller then resets
the data state machine and comes out of the wait state. To accomplish this, set the
abort read data bit (abort _read_dat a) in the ctr| register to 1.

6. Wait for data completion, by polling until the dt o bit is set to 1 in therintsts
register.

To determine the number of pending bytes to transfer, read the transferred CIU
card byte count (t cbent ) register of the controller. Subtract this value from the total
transfer size. You use this number to resume the transfer properly.

Resume
To resume the data transfer, perform the following steps:

1. Check that the card is not in a transfer state, which confirms that the bus is free for
data transfer.

2. If the card is in a disconnect state, select it using the SD/SDIO
SELECT/DESELECT_CARD command. The card status can be retrieved in
response to an IO_RW_DIRECT or IO_RW_EXTENDED command.

3. Check that a function to be resumed is ready for data transfer. Determine this state
by reading the corresponding RF<n> flag in CCCR at offset 0xOF of the card. If
RF<n> =1, the function is ready for data transfer.

=~ For detailed information about the RF<n> flags, refer to SDIO Simplified
Specification Version 2.00 as described in “References” on page 11-79:
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4. To resume transfer, use the IO_RW_DIRECT command to write the function

number at the FSx bits in the CCCR, bits 3:0 at offset 0xOD of the card. Form the
command argument for the IO_RW_DIRECT command and write it to the cndar g
register. Bit values are listed in Table 11-19.

Table 11-19. cmdarg Bit Values for RESUME Command

Bits Content Value
31 R/W flag 1
30:28 Function number 0, for CCCR access
27 RAW flag 1, read after write
26 Don't care -
25:9 Register address 0x0D
8 Don't care -
7:0 Write data Function number that is to be resumed

Cyclone V Device Handbook

. Write the block size value to the bl ksi z register. Data is transferred in units of this

block size.

. Write the byte count value to the byt cnt register. Specify the total size of the data

that is the remaining bytes to be transferred. It is the responsibility of the software
to handle the data.

To determine the number of pending bytes to transfer, read the transferred CIU
card byte count register (t chcnt ). Subtract this value from the total transfer size
to calculate the number of remaining bytes to transfer.

. Write to the cnd register similar to a block transfer operation. When the cnu

register is written, the command is sent and the function resumes data transfer. For
more information, refer to “Single-Block or Multiple-Block Read” on page 11-46
and “Single-Block or Multiple-Block Write” on page 11-48.

. Read the resume data flag (DF) of the SDIO card device. Interpret the DF flag as

follows:

m  DF=1—The function has data for the transfer and begins a data transfer as soon
as the function or memory is resumed.

m  DF=0—The function has no data for the transfer. If the data transfer is a read,
the controller waits for data. After the data timeout period, it issues a data
timeout error.
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Read-Wait Sequence

Read_wait is used with SDIO cards only. It temporarily stalls the data transfer, either
from functions or memory, and allows the host to send commands to any function
within the SDIO card device. The host can stall this transfer for as long as required.
The controller provides the facility to signal this stall transfer to the card. To signal the
stall, perform the following steps:

1. Check if the card supports the read_wait facility by reading the SDIO card’s SRW
bit, bit 2 at offset 0x8 in the CCCR.

2. If this bit is 1, all functions in the card support the read_wait facility. Use the
SD/SDIO IO_RW_DIRECT command to read this bit.

3. If the card supports the read_wai t signal, assert it by setting the read wait bit
(read_wait)inthectrl register to 1.

4. Reset theread_wait bitto 0in the ctrl register.

CE-ATA Data Transfer Commands

This section describes CE-ATA data transfer commands. For information about the
basic settings and interrupts generated for different conditions, refer to “Data Transfer
Commands” on page 11-44.

Reset and Card Device Discovery Overview

Before starting any CE-ATA operations, the host must perform a MMC reset and
initialization procedure. The host and card device must negotiate the MMC transfer
(MMC TRAN]) state before the card enters the MMC TRAN state.

For information about the MMC TRAN state, MMC reset and initialization, refer to
JEDEC Standard No. 84-A441, as referenced in “References” on page 11-79.

The host must follow the existing MMC discovery procedure to negotiate the MMC
TRAN state. After completing normal MMC reset and initialization procedures, the
host must query the initial ATA task file values using the RW_REG or CMD39
command.

By default, the MMC block size is 512 bytes—indicated by bits 1:0 of the srcControl
register inside the CE-ATA card device. The host can negotiate the use of a 1 KB or
4 KB MMC block sizes. The card indicates MMC block sizes that it can support
through the srcCapabilities register in the MMC; the host reads this register to
negotiate the MMC block size. Negotiation is complete when the host controller
writes the MMC block size into the srcControl register bits 1:0 of the card.

ATA Task File Transfer Overview

ATA task file registers are mapped to addresses 0x00h through 0x10h in the MMC
register space. The RW_REG command is used to issue the ATA command, and the
ATA task file is transmitted in a single RW_REG MMC command sequence.

The host software stack must write the task file image to the FIFO buffer before setting
the cndar g and cnd registers in the controller. The host processor then writes the
address and byte count to the cndar g register before setting the cn register bits.

For the RW_REG command, there is no CCS from the CE-ATA card device.
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ATA Task File Transfer Using the RW_MULTIPLE_REGISTER (RW_REG)
Command

This command involves data transfer between the CE-ATA card device and the
controller. To send a data command, the controller needs a command argument, total
data size, and block size. Software receives or sends data through the FIFO buffer.

To implement an ATA task file transfer (read or write), perform the following steps:

1. Write the data size in bytes to the byt cnt register. byt cnt must equal the block size,
because the controller expects a single block transfer.

2. Write the block size in bytes to the bl ksi z register.

3. Write the cndar g register with the beginning register address.

You must set the cndar g, cnd, bl ksi z, and byt cnt registers according to Table 11-20
through Table 11-23.

Tahle 11-20. cmdarg Register Settings for ATA Task File Transfer

Bit Value Comment
31 1 0or0 | Setto O for read operation or set to 1 for write operation
30:24 0 Reserved (bits set to 0 by host processor)
23:18 0 Starting register address for read or write (DWORD aligned)
17:16 0 Register address (DWORD aligned)
15:8 0 Reserved (bits set to 0 by host processor)
7:2 16 Number of bytes to read or write (integral number of DWORD)
1.0 0 Byte count in integral number of DWORD

Table 11-21. cmd Register Settings for ATA Task File Transfer (Part 1 of 2)

Bit Value Comment
start_cmd 1 -
ccs_expect ed 0 CCS is not expected
read _ceata_device Oor1|Setto1if RW_BLK or RW_REG read
update_clk_regs_only |0 No clock parameters update command
card_num 0 -
send_initialization 0 No initialization sequence
stop_abort _cnd 0 -
send_auto_stop 0 -

Block transfer mode. Block size and byte count must match

transfer_node 0 number of bytes to read or write
read wite 10r0 |1 forwrite and 0 for read

dat a_expect ed 1 Data is expected

response_l ength 0 -
response_expect 1 -

Com | Set this parameter to the command number. For example, set
cnd_i ndex mand | to 24 for SD/SDIO WRITE_BLOCK (CMD24) or 25 for
index | WRITE_MULTIPLE_BLOCK (CMD25).
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Table 11-21. cmd Register Settings for ATA Task File Transfer (Part 2 of 2)

Bit Value Comment

] m 0 for send command immediately
wait_prvdata_conplete |1 ) )
m 1 for send command after previous DTO interrupt

m 0 for not checking response CRC

check_response_crc 1 )
m 1 for checking response CRC

Table 11-22. hlksiz Register Settings for ATA Task File Transfer

Bits Value Comment
31:16 0 Reserved bits setto 0

For accessing entire task file (16, 8-bit registers). Block size of 16
bytes

15:0 (bl ock_si ze) 16

Tahle 11-23. hytcnt Register Settings for ATA Task File Transfer

Bits Value Comment

For accessing entire task file (16, 8-bit registers). Byte count

31:0 16 value of 16 is used with the block size set to 16.

ATA Payload Transfer Using the RW_MULTIPLE_BLOCK (RW_BLK) Command

This command involves data transfer between the CE-ATA card device and the
controller. To send a data command, the controller needs a command argument, total
data size, and block size. Software receives or sends data through the FIFO buffer.

To implement an ATA payload transfer (read or write), perform the following steps:
1. Write the data size in bytes to the byt cnt register.

2. Write the block size in bytes to the bl ksi z register. The controller expects a
single/multiple block transfer.

3. Write to the cndar g register to indicate the data unit count.
You must set the cndar g, cnd, bl ksi z, and byt cnt registers according to Table 11-24
through Table 11-27.

Table 11-24. cmdarg Register Settings for ATA Payload Transfer

Bits Value Comment
31 1or0 Set to 0 for read operation or set to 1 for write operation
30:24 0 Reserved (bits set to 0 by host processor)
23:16 0 Reserved (bits set to 0 by host processor)
15:8 Data count Data Count Unit [15:8]
7:0 Data count Data Count Unit [7:0]
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Table 11-25. cmd Register Settings for ATA Payload Transfer

Bits Value Comment
start_cmd 1 -
CCS is expected. Setto 1 for the RW_BLK command if
ccs_expect ed 1 interrupts are enabled in CE-ATA card device (the
nl EN bit is set to 0 in the ATA control register)
read_ceata_devi ce Oort Set to 1 fora RW_BLK or RW_REG read command
update _clk _regs only |0 No clock parameters update command
card_num 0 -
send_initialization 0 No initialization sequence
stop_abort_cnd 0 -
send_aut o_st op 0 -
transfer mode 0 Block transfer mode. Byte count must be integer
- multiple of 4kB. Block size can be 512, 1k or 4k bytes
read_wite 1or0 1 for write and O for read
data_expect ed 1 Data is expected
response_|l ength 0 -
response_expect 1 -
Set this parameter to the command number. For
emd i ndex Command example, set to 24 for SD/SDIO WRITE_BLOCK
- index (CMD24) or 25 for WRITE_MULTIPLE_BLOCK
(CMD25).
_ m 0 for send command immediately
wait _prvdata_conplete |1 . .
m 1 for send command after previous DTO interrupt
m 0 for not checking response CRC
check_response_crc 1 )
m 1 for checking response CRC

Table 11-26. blksiz Register Settings for ATA Payload Transfer

Bits Value Comment
31:16 0 Reserved bits setto 0
15:0 (bl ock_si ze) 512,1024 or MMCG block size can be 512, 1024 or 4096 bytes as
’ - 4096 negotiated by host

Tahle 11-27. bytcnt Register Settings for ATA Payload Transfer

Bits Value Comment
Byte count must be an integer multiple of the block
size. For ATA media access commands, byte count
31:0 <n>*block_size | must be a multiple of 4 KB.
(<n>*block_size = <x>*4 KB, where <n>and <x> are
integers)
CE-ATA CCS

This section describes disabling the CCS, recovery after CCS timeout, and recovery
after I/O read transmission delay (Nacjo) timeout.
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Disabling the CCS

While waiting for the CCS for an outstanding RW_BLK command, the host can
disable the CCS by sending a CCSD command:

m Send a CCSD command—the controller sends the CCSD command to the CE-ATA
card device if the send_ccsd bit is set to 1 in the ct r| register of the controller. This
bit can be set only after a response is received for the RW_BLK command.

m Send an internal stop command—send an internally-generated SD/SDIO
STOP_TRANSMISSION (CMD12) command after sending the CCSD pattern. If
the send_aut o_st op_ccsd bit of the ct r| register is also set to 1 when the controller
is set to send the CCSD pattern, the controller sends the internally-generated STOP
command to the CMD pin. After sending the STOP command, the controller sets the
acd bit in the ri nt st s register to 1.

Recovery after CCS Timeout

If a timeout occurs while waiting for the CCS, the host needs to send the CCSD
command followed by a STOP command to abort the pending ATA command. The
host can set up the controller to send an internally-generated STOP command after
sending the CCSD pattern:

m Send CCSD command—set the send_ccsd bit in the ctr| register to 1.

m Send external STOP command—terminate the data transfer between the CE-ATA
card device and the controller. For more information about sending the STOP
command, refer to “Transfer Stop and Abort Commands” on page 11-51.

m Send internal STOP command—set the send_aut o_st op_ccsd bit in the ctr|
register to 1, which tells the controller to send the internally-generated STOP
command. After sending the STOP command, the controller sets the acd bit in the
rintsts register to 1. The send_aut o_st op_ccsd bit must be set to 1 along with
setting the send_ccsd bit.

Recovery after /0 Read Transmission Delay (Nyc;o) Timeout

If the I/ O read transmission delay (N o) timeout occurs for the CE-ATA card device,
perform one of the following steps to recover from the timeout:

m If the CCS is expected from the CE-ATA card device (that is, the ccs_expect ed bit
is set to 1 in the cnd register), follow the steps in “Recovery after CCS Timeout” on
page 11-61.

m If the CCS is not expected from the CE-ATA card device, perform the following
steps:

a. Send an external STOP command.

b. Terminate the data transfer between the controller and CE-ATA card device.
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Reduced ATA Command Set

It is necessary for the CE-ATA card device to support the reduced ATA command
subset. This section describes the reduced command set.

The IDENTIFY DEVICE Command

The IDENTIFY DEVICE command returns a 512-byte data structure to the host that
describes device-specific information and capabilities. The host issues the IDENTIFY
DEVICE command only if the MMC block size is set to 512 bytes. Any other MMC
block size has indeterminate results.

The host issues a RW_REG command for the ATA command, and the data is retrieved
with the RW_BLK command.

The host controller uses the following settings while sending a RW_REG command
for the IDENTIFY DEVICE ATA command. The following list shows the primary bit
settings:

m cmd register setting: dat a_expect ed bit set to 0
m cndar g register settings:
m Bit[31]setto0
m Bits [7:2] set to 128
m  All other bits set to 0
m Task file settings:
m Command field of the ATA task file set to OXEC
m  Reserved fields of the task file set to 0
m bytcnt register and bl ock_si ze field of the bl ksi z register: set to 16
The host controller uses the following settings for data retrieval (RW_BLK command):
m cnd register settings:
m ccs_expectedsettol
m data_expectedsettol
m cndar g register settings:
m Bit [31] set to O (read operation)
m Bits [15:0] set to 1 (data unit count = 1)
m All other bits set to 0
m Dbytcnt register and bl ock_si ze field of the bl ksi z register: set to 512

The READ DMA EXT Command

The READ DMA EXT command reads a number of logical blocks of data from the
card device using the Data-In data transfer protocol. The host uses a RW_REG
command to issue the ATA command and the RW_BLK command for the data
transfer.
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The WRITE DMA EXT Command

The WRITE DMA EXT command writes a number of logical blocks of data to the card
device using the Data-Out data transfer protocol. The host uses a RW_REG command
to issue the ATA command and the RW_BLK command for the data transfer.

The STANDBY IMMEDIATE Command

This ATA command causes the card device to immediately enter the most aggressive
power management mode that still retains internal device context. No data transfer
(RW_BLK) is expected for this command.

For card devices that do not provide a power savings mode, the STANDBY
IMMEDIATE command returns a successful status indication. The host issues a
RW_REG command for the ATA command, and the status is retrieved with the
SD/SDIO CMD39 or RW_REG command. Only the status field of the ATA task file
contains the success status; there is no error status.

The host controller uses the following settings while sending the RW_REG command
for the STANDBY IMMEDIATE ATA command:

m cmd register setting: dat a_expect ed bit set to 0
m cndar g register settings:
m Bit[31]setto1
m Bits[7:2] setto 4
m  All other bits set to 0
m Task file settings:
m  Command field of the ATA task file set to OxEQ
m  Reserved fields of the task file set to 0

m Dbytcnt register and bl ock_si ze field of the bl ksi z register: set to 16

The FLUSH CACHE EXT Command

For card devices that buffer/cache written data, the FLUSH CACHE EXT command
ensures that buffered data is written to the card media. For cards that do not buffer
written data, the FLUSH CACHE EXT command returns a success status. No data
transfer (RW_BLK) is expected for this ATA command.

The host issues a RW_REG command for the ATA command, and the status is
retrieved with the SD/SDIO CMD39 or RW_REG command. There can be error status
for this ATA command, in which case fields other than the status field of the ATA task
file are valid.

The host controller uses the following settings while sending the RW_REG command
for the STANDBY IMMEDIATE ATA command:

m cmd register setting: dat a_expect ed bit set to 0
m cndar g register settings:

m Bit[31]setto1

m Bits [7:2] setto 4

m  All other bits set to 0
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m Task file settings:
m Command field of the ATA task file set to OXEA
m Reserved fields of the task file set to 0

m Dbytcnt register and bl ock_si ze field of the bl ksi z register: set to 16

Card Read Threshold

When an application needs to perform a single or multiple block read command, the
application must set the car dt hrct | register with the appropriate card read threshold
size in the card read threshold field (car dr dt hr eshol d) and set the car dr dt hr en bit to
1. This additional information specified in the controller ensures that the controller
sends a read command only if there is space equal to the card read threshold available
in the RX FIFO buffer. This in turn ensures that the card clock is not stopped in the
middle a block of data being transmitted from the card. Set the card read threshold to
the block size of the transfer to guarantee there is a minimum of one block size of
space in the RX FIFO buffer before the controller enables the card clock.

The card read threshold is required when the round trip delay is greater than half of
sdmme_cl k_di vi ded.

Recommended Usage Guidelines for Card Read Threshold

1. Thecardthrct!| register must be set before setting the cnd register for a data read
command.

2. Thecardthrctl register must not be set while a data transfer command is in
progress.

3. Thecardrdthreshol d field of the cardt hrct| register must be set to at the least the
block size of a single or multiblock transfer. A car dr dt hr eshol d field setting
greater than or equal to the block size of the read transfer ensures that the card
clock does not stop in the middle of a block of data.

4. If the round trip delay is greater than half of the card clock period, card read
threshold must be enabled and the card threshold must be set as per guideline 3 to
guarantee that the card clock does not stop in the middle of a block of data.

5. If the car dr dt hreshol d field is set to less than the block size of the transfer, the
host must ensure that the receive FIFO buffer never overflows during the read
transfer. Overflow can cause the card clock from the controller to stop. The
controller is not able to guarantee that the card clock does not stop during a read
transfer.

= If the cardrdt hreshol d field of the cardt hrct| register, and the r x_wmark and
dw_dma_nul tipl e_transaction_si ze fields of the f i f ot h register are set incorrectly,
the card clock might stop indefinitely, with no interrupts generated by the controller.

Card Read Threshold Programming Sequence

Most cards, such as SDHC or SDXC, support block sizes that are either specified in the
card or are fixed to 512 bytes. For SDIO, MMC, and standard capacity SD cards that
support partial block read (READ_BL_PARTIAL set to 1 in the CSD register of the
card device), the block size is variable and can be chosen by the application.

Cyclone V Device Handbook November 2012  Altera Corporation
Volume 3: Hard Processor System Technical Reference Manual



Chapter 11: SD/MMC Controller

11-65

SD/MMC Controller Programming Model

To use the card read threshold feature effectively and to guarantee that the card clock
does not stop because of a FIFO Full condition in the middle of a block of data being
read from the card, follow these steps:

1.
2.

Choose a block size that is a multiple of four bytes.

Enable card read threshold feature. The card read threshold can be enabled only if
the block size for the given transfer is less than or equal to the total depth of the
FIFO buffer:

(block size / 4) <1024
Choose the card read threshold value:

m If (block size / 4) 2 512, choose car dr dt hr eshol d such that
cardrdt hreshol d < (block size / 4) in bytes

m If (block size / 4) < 512, choose car dr dt hr eshol d such that
cardrdt hreshol d = (block size / 4) in bytes

Set the dw_dma_mul ti pl e_transaction_si ze field in the f i f ot h register to the
number of transfers that make up a DMA transaction. For example, size = 1 means
4 bytes are moved. The possible values for the size are 1, 4, 8, 16, 32, 64, 128, and
256 transfers. Select the size so that the value (block size / 4) is evenly divided by
the size.

Set the r x_wmar k field in the fi f ot h register to the size — 1.

For example, if your block size is 512 bytes, legal values of
dw dma_mul tipl e_transaction_size and rx_wnark are listed in Table 11-28.

Table 11-28. Legal Values of dw_dma_multiple_transaction_size and rx_wmark for Block Size = 512

Block Size dw_dma_multiple_transaction_size rx_wmark

512 1 0

512 4 3

512 7

512 16 15

512 32 31

512 64 63

512 128 127

Card Read Threshold Programming Examples

This section shows examples of how to program the card read threshold.

m  Choose a block size that is a multiple of 4 (the number of bytes per FIFO location),
and less than 4096 (1024 FIFO locations). For example, a block size of 3072 bytes is
legal, because 3072 / 4 = 768 FIFO locations.

m For DMA mode, choose the size so that block size is a multiple of the size. For

example size = 128, where block size%size = 0.
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m  Set the rx_wnark field = size — 1. For example, the r x_wmark field = 128 -1 = 127.

m Because block size > ¥ FifoDepth, set the car dr dt hr eshol d field to the block size.

For example, the car dr dt hr eshol d field = 3072 bytes.

Figure 11-12. FIFO Buffer content when Card Read Threshold is set to 768

SIZE =128
FIFO Locations
—

Read Data 256 FIFO Locations
to Host <¢— Unfilled During One
Block Read

Data Read
from Card

Block Size = cardrdthreshold = 768

One Block of Data Filled 768 FIFO Locations

FIFO Depth = 1,024

rx_wmark = 127
FIFO Locations

Interrupt and Error Handling

This section describes how to use interrupts to handle errors. On power-on or reset,
interrupts are disabled (the i nt _enabl e bit in the ctr| register is set to 0), and all the
interrupts are masked (the i nt mask register default is 0). The controller error handling
includes the following types of errors:

m Response and data timeout errors—For response time-outs, the host software can
retry the command. For data time-outs, the controller has not received the data
start bit from the card, so software can either retry the whole data transfer again or
retry from a specified block onwards. By reading the contents of the t cbcnt
register later, the software can decide how many bytes remain to be copied (read).

m Response errors—Set to 1 when an error is received during response reception. If
the response received is invalid, the software can retry the command.

m Data errors—Set to 1 when a data receive error occurs. Examples of data receive

errors:

m Data CRC

m Start bit not found

m End bit not found

These errors can be occur on any block. On receipt of an error, the software can
issue an SD/SDIO STOP or SEND_IF_COND command, and retry the command
for either the whole data or partial data.

m Hardware locked error—Set to 1 when the controller cannot load a command
issued by software. When software sets the st art _cnu bit in the cnd register to 1,
the controller tries to load the command. If the command buffer already contains a
command, this error is raised, and the new command is discarded, requiring the
software to reload the command.
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m FIFO buffer underrun/overrun error—If the FIFO buffer is full and software tries
to write data to the FIFO buffer, an overrun error is set. Conversely, if the FIFO
buffer is empty and the software tries to read data from the FIFO bulffer, an
underrun error is set. Before reading or writing data in the FIFO buffer, the
software must read the FIFO buffer empty bit (f i f o_enpt y) or FIFO buffer full bit
(fifo_full)in the stat us register.

m Data starvation by host timeout—This condition occurs when software does not
service the FIFO buffer fast enough to keep up with the controller. Under this
condition and when a read transfer is in process, the software must read data from
the FIFO buffer, which creates space for further data reception. When a transmit
operation is in process, the software must write data to fill the FIFO buffer so that
the controller can write the data to the card.

m CE-ATA errors

m  CRC error on command—If a CRC error is detected for a command, the
CE-ATA card device does not send a response, and a response timeout is
expected from the controller. The ATA layer is notified that an MMC transport
layer error occurred.

m  Write operation—Any MMC transport layer error known to the card device
causes an outstanding ATA command to be terminated. The ERR bits are set in
the ATA status registers and the appropriate error code is sent to the Error
Register (Error) on the ATA card device.

If the device interrupt bit of the CE-ATA card (the nIEN bit in the ATA control
register) is set to 0, the CCS is sent to the host.

If the device interrupt bit is set to 1, the card device completes the entire data
unit count if the host controller does not abort the ongoing transfer.

=~ During a multiple-block data transfer, if a negative CRC status is received
from the card device, the data path signals a data CRC error to the BIU by
setting the dcr ¢ bit in the ri nt st s register to 1. It then continues further
data transmission until all the bytes are transmitted.

m Read operation—If MMC transport layer errors are detected by the host
controller, the host completes the ATA command with an error status. The host
controller can issue a CCSD command followed by a STOP_TRANSMISSION
(CMD12) command to abort the read transfer. The host can also transfer the
entire data unit count bytes without aborting the data transfer.

Booting Operation for eMMC and MMC

This section describes how to set up the controller for eMMC and MMC boot
operation.

Boot Operation by Holding Down the CMD Line

The controller can boot from MMC4.3, MMC4.4, and MMC4.41 cards by holding
down the CMD line.
“ e For information about this boot method, refer to the following specifications, as
referenced in “References” on page 11-79:
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m [EDEC Standard No. 84-A441
m JEDEC Standard No. 84-A44
m JEDEC Standard No. [ESD84-A43

Boot Operation for eMMC Card Device

Figure 11-13 illustrates the steps to perform the boot process for eMMC card devices.
The detailed steps are described following the flow chart.

Figure 11-13. Flow for eMMC Boot Operation
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1. The software driver performs the following checks:

m If the eMMC card device supports boot operation (the

Cyclone V Device Handbook
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BOOT_PARTITION_ENABLE bit is set to 1 in the EXT_CSD register of the
eMMC card).

The BOOT_SIZE_MULT and BOOT_BUS_WIDTH values in the EXT_CSD
register, to be used during the boot process.
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2. The software sets the following bits:

m Sets masks for interrupts, by setting the appropriate bits to 0 in the i nt mask
register.

m Sets the global i nt _enabl e bit of the ¢t r| register to 1. Other bits in the ct r|
register must be set to 0.

Il Altera recommends that you write OXFFFFFFFF to the rintsts and i dsts
registers to clear any pending interrupts before setting the i nt _enabl e bit.
For internal DMA controller mode, the software driver needs to unmask all
the relevant fields in the i di nt en register.

3. If the software driver needs to use the internal DMA controller to transfer the boot
data received, it must perform the following steps:

m  Set up the descriptors as described in “Internal DMA Controller Transmission
Sequences” on page 11-53 and “Internal DMA Controller Reception
Sequences” on page 11-54.

m  Set the use_i nt ernal _dnac bit of the ctr| register to 1.

4. Set the card device frequency to 400 kHz using the cl kdi v registers. For more
information, refer to “Clock Setup” on page 11-40.

5. Set the data_timeout field of the t mout register equal to the card device total
access time, Nc.

6. Set the bl ksi z register to 0x200 (512 bytes).

7. Set the byt cnt register to a multiple of 128 KB, as indicated by the
BOOT_SIZE_MULT value in the card device.

8. Set the rx_wnark field in the fi f ot h register. Typically, the threshold value can be
set to 512, which is half the FIFO buffer depth.

9. Set the following fields in the cn register:
m Initiate the command by setting start _cnu =1
m  Enable boot (enabl e_boot ) =1
m  Expect boot acknowledge (expect _boot _ack):

m If a start-acknowledge pattern is expected from the card device, set
expect _boot ack to 1.

m If a start-acknowledge pattern is not expected from the card device, set
expect _boot _ack to 0.

m  Card number (card_nunber) =0
m data_expected=1
m Reset the remainder of cnd register bits to 0

10. If no start-acknowledge pattern is expected from the card device
(expect _boot _ack set to 0) proceed to step 12.
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11. This step handles the case where a start-acknowledge pattern is expected
(expect _boot _ack was set to 1 in step 9).

a. If the Boot ACK Received interrupt is not received from the controller within

50 ms of initiating the command (step 9), the software driver must set the
following cd register fields:

m start crmd=1

m Disable boot (di sabl e_boot )=1
m card_nunber =0

m  All other fields =0

The controller generates a Command Done interrupt after deasserting the CVMD
pin of the card interface.

If internal DMA controller mode is used for the boot process, the controller
performs the following steps after the Boot ACK Received timeout:

m The DMA descriptor is closed.

m The ces bit in the i dst s register is set, indicating the Boot ACK Received
timeout.

m Theri bitof thei dsts register is not set.

. If the Boot ACK Received interrupt is received, the software driver must clear

this interrupt by writing 1 to the ces bit in the i dst s register.

Within 0.95 seconds of the Boot ACK Received interrupt, the Boot Data Start
interrupt must be received from the controller. If this does not occur, the
software driver must write the following cnil register fields:

m start crmd=1

m disable_boot =1

m card_number =0
m  All other fields =0

The controller generates a Command Done interrupt after deasserting the CMD
pin of the card interface.

If internal DMA controller mode is used for the boot process, the controller
performs the following steps after the Boot ACK Received timeout:

m  The DMA descriptor is closed
m The ces bit in the i dst s register is set, indicating Boot Data Start timeout
m Theri bitof the i dsts register is not set

If the Boot Data Start interrupt is received, it indicates that the boot data is
being received from the card device. When the DMA engine is not in internal
DMA controller mode, the software driver can then initiate a data read from
the controller based on the r xdr interrupt bit in the ri nt st s register.

In internal DMA controller mode, the DMA engine starts transferring the data
from the FIFO bulffer to the system memory as soon as the level set in the
rx_wnark field of the fi f ot h register is reached.
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At the end of a successful boot data transfer from the card, the following
interrupts are generated:

m  The cmd bit and dt 0 bit in the ri nt st s register
m Theri bitin thei dsts register, in internal DMA controller mode only
If an error occurs in the boot ACK pattern (0b010) or an EBE occurs:

m The controller automatically aborts the boot process by pulling the CMD
line high

m  The controller generates a Command Done interrupt

m  The controller does not generate a Boot ACK Received interrupt
m The application aborts the boot transfer

In internal DMA controller mode:

m If the software driver creates more descriptors than required by the
received boot data, the extra descriptors are not closed by the controller.
Software cannot reuse the descriptors until they are closed.

m If the software driver creates fewer descriptors than required by the
received boot data, the controller generates a Descriptor Unavailable
interrupt and does not transfer any further data to system memory.

If Nac is violated between data block transfers, the DRTO interrupt is asserted.
In addition, if there is an error associated with the start or end bit, the SBE or
EBE interrupt is also generated.

The boot operation for eMMC card devices is complete. Do not execute the
remaining step (12).
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12. This step handles the case where no start-acknowledge pattern is expected
(expect _boot _ack was set to 0 in step 9).

a. If the Boot Data Start interrupt is not received from the controller within 1

C.

second of initiating the command (step 9), the software driver must write the
cmd register with the following fields:

start_cmd=1

m disable_boot =1
m card_nunber =0
All other fields = 0

The controller generates a Command Done interrupt after deasserting the
CMD line of the card. In internal DMA controller mode, the descriptor is closed
and the ces bit in the i dst s register is set to 1, indicating a Boot Data Start
timeout.

If a Boot Data Start interrupt is received, it indicates that the boot data is being
received from the card device. When the DMA engine is not in internal DMA
controller mode, the software driver can then initiate a data read from the
controller based on the r xdr interrupt bit in the ri nt st s register.

In internal DMA controller mode, the DMA engine starts transferring the data
from the FIFO bulffer to the system memory as soon as the level specified in the
rx_wnark field of the fi f ot h register is reached.

At the end of a successful boot data transfer from the card, the following
interrupts are generated:

m The cmd bit and dt o bit in the ri nt st s register
m Theri bitin thei dsts register, in internal DMA controller mode only
In internal DMA controller mode:

m If the software driver creates more descriptors than required by the
received boot data, the extra descriptors are not closed by the controller.

m If the software driver creates fewer descriptors than required by the
received boot data, the controller generates a Descriptor Unavailable
interrupt and does not transfer any further data to system memory.

The boot operation for eMMC card devices is complete.

Boot Operation for Removable MMC4.3, MMC4.4 and MMC4.41 Cards

Removable MMC4.3, MMC4.4, and MMC4.41 cards differ with respect to eMMC in
that the controller is not aware whether these cards support the boot mode of
operation when plugged in. Thus, the controller must:

1. Discover these cards as it would discover MMC4.0/4.1/4.2 cards for the first time

2. Know the card characteristics

3. Decide whether to perform a boot operation or not

Cyclone V Device Handbook
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For these cards, the software driver must perform the following steps:

1.
2.

Discover the card as described in “Enumerated Card Stack” on page 11-37.
Read the EXT_CSD register of the card and examine the following fields:

m BOOT_PARTITION_ENABLE

s BOOT_SIZE_MULT

= BOOT_INFO

If necessary, the software can manipulate the boot information in the card.

“ e For more information, refer to “Access to Boot Partition” in the following

specifications, as referenced in “References” on page 11-79:
m JEDEC Standard No. 84-A441
m JEDEC Standard No. 84-A44
m JEDEC Standard No. JESD84-A43

If the host processor needs to perform a boot operation at the next power-up cycle,
it can manipulate the EXT_CSD register contents by using a SWITCH_FUNC
command.

After this step, the software driver must power down the card by writing to the
pwr en register.

From here on, use the same steps as in “Alternative Boot Operation for eMMC
Card Devices” on page 11-74.

Alternative Boot Operation

The alternative boot operation differs from the previous boot operation in that
software uses the SD/SDIO GO_IDLE_STATE command to boot the card, rather than
holding down the CMD line of the card. The alternative boot operation can be
performed only if bit 0 in the BOOT_INFO register is set to 1. BOOT_INFO is located
at offset 228 in the EXT_CSD registers.

“ e For detailed information about alternative boot operation, refer to the following
specifications, as referenced in “References” on page 11-79:
m JEDEC Standard No. 84-A441
m JEDEC Standard No. 84-A44
m JEDEC Standard No. JESD84-A43
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Alternative Boot Operation for eMMC Card Devices

Figure 11-14 illustrates the sequence of steps required to perform the alternative boot
operation for eMMC card devices. The detailed steps are described following the flow

chart.

Figure 11-14. Flow for eMMC Alternative Boot Operation
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1. The software driver checks:

m If the eMMC card device supports alternative boot operation (the BOOT_INFO
bit is set to 1 in the eMMC card).

m The BOOT _SIZE_MULT and BOOT_BUS_WIDTH values in the card device to
use during the boot process.

2. The software sets the following bits:

m Sets masks for interrupts by resetting the appropriate bits to 0 in the i nt mask
register.

m Sets theint_enabl e bit of the ctrl register to 1. Other bits in the ct r| register
must be set to 0.

1=
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Altera recommends writing OXFFFFFEFF to the ri nt st s register and i dst s
register to clear any pending interrupts before setting the i nt _enabl e bit.
For internal DMA controller mode, the software driver needs to unmask all
the relevant fields in the i di nt en register.
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3. If the software driver needs to use the internal DMA controller to transfer the boot
data received, it must perform the following actions:

m  Set up the descriptors as described in “Internal DMA Controller Transmission
Sequences” on page 11-53 and “Internal DMA Controller Reception
Sequences” on page 11-54.

m  Set the use internal DMAC bit (use_i nt er nal _dmac) of the ctrl register to 1.

4. Set the card device frequency to 400 kHz using the cl kdi v registers. For more
information, refer to “Clock Setup” on page 11-40. Ensure that the card clock is
running.

5. Wait for a time that ensures that at least 74 card clock cycles have occurred on the
card interface.

6. Setthedata_timeout field of the t nout register equal to the card device total
access time, Nc.

7. Set the bl ksi z register to 0x200 (512 bytes).

8. Set the byt cnt register to multiples of 128K bytes, as indicated by the
BOOT_SIZE_MULT value in the card device.

9. Set the rx_wnark field in the fi f ot h register. Typically, the threshold value can be
set to 512, which is half the FIFO buffer depth.

10. Set the cnular g register to OXFFFFFFFA.
11. Initiate the command, by setting the ¢ register with the following fields:
m start_cmd=1

enabl e_boot =1
m expect boot ack:

m If a start-acknowledge pattern is expected from the card device, set
expect _boot _ack to 1.

m If a start-acknowledge pattern is not expected from the card device, set
expect _boot _ack to 0.

m card_nunber =0

m data_expected=1

m cmd_index =0

m  Set the remainder of cni register bits to 0.

12. If no start-acknowledge pattern is expected from the card device
(expect _boot _ack set to 0) jump to step 15.

13. Wait for the Command Done interrupt.
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14. This step handles the case where a start-acknowledge pattern is expected
(expect _boot _ack was set to 1 in step 11).

a.

If the Boot ACK Received interrupt is not received from the controller within
50 ms of initiating the command (step 11), the start pattern was not received.
The software driver must discontinue the boot process and start with normal
discovery.

If internal DMA controller mode is used for the boot process, the controller
performs the following steps after the Boot ACK Received timeout:

m The DMA descriptor is closed.

m The ces bit in the i dst s register is set to 1, indicating the Boot ACK
Received timeout.

m Theri bit of thei dst s register is not set.

If the Boot ACK Received interrupt is received, the software driver must clear
this interrupt by writing 1 to it.

Within 0.95 seconds of the Boot ACK Received interrupt, the Boot Data Start
interrupt must be received from the controller. If this does not occur, the
software driver must discontinue the boot process and start with normal
discovery.

If internal DMA controller mode is used for the boot process, the controller
performs the following steps after the Boot ACK Received timeout:

m The DMA descriptor is closed.

m The ces bit in the i dst s register is set to 1, indicating Boot Data Start
timeout.

m Theri bit of thei dst s register is not set.

If the Boot Data Start interrupt is received, it indicates that the boot data is
being received from the card device. When the DMA engine is not in internal
DMA controller mode, the software driver can then initiate a data read from
the controller based on the r xdr interrupt bit in the ri nt st s register.

In internal DMA controller mode, the DMA engine starts transferring the data
from the FIFO bulffer to the system memory as soon as the level specified in the
rx_wnark field of the fi f ot h register is reached.

. The software driver must terminate the boot process by instructing the

controller to send the SD/SDIO GO_IDLE_STATE command:
m  Reset the cntar g register to 0.
m Set the start_cnd bit of the cnd register to 1, and all other bits to 0.

At the end of a successful boot data transfer from the card, the following
interrupts are generated:

m The cmd bit and dt o bit in the ri nt st s register

m Theri bitin thei dsts register, in internal DMA controller mode only
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If an error occurs in the boot ACK pattern (0b010) or an EBE occurs:
= The controller does not generate a Boot ACK Received interrupt.

m The controller detects Boot Data Start and generates a Boot Data Start
interrupt.

m The controller continues to receive boot data.

m  The application must abort the boot process after receiving a Boot Data
Start interrupt.

In internal DMA controller mode:

m If the software driver creates more descriptors than required by the
received boot data, the extra descriptors are not closed by the controller.

m If the software driver creates fewer descriptors than required by the
received boot data, the controller generates a Descriptor Unavailable
interrupt and does not transfer any further data to system memory.

If N oc is violated between data block transfers, a DRTO interrupt is asserted.
Apart from this, if there is an error associated with the start or end bit, the SBE
or EBE interrupt is also generated.

The alternative boot operation for eMMC card devices is complete. Do not execute
the remaining steps (15 and 16).

15. Wait for the Command Done interrupt.

16. This step handles the case where a start-acknowledge pattern is not expected
(expect _boot _ack was set to 0 in step 11).

a.
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If the Boot Data Start interrupt is not received from the controller within 1
second of initiating the command (step 11), the software driver must
discontinue the boot process and start with normal discovery.

In internal DMA controller mode:
m The DMA descriptor is closed.

m The ces bitin the i dst s register is set to 1, indicating Boot Data Start
timeout.

m Theri bit of thei dsts register is not set.

If a Boot Data Start interrupt is received, the boot data is being received from
the card device. When the DMA engine is not in internal DMA controller
mode, the software driver can then initiate a data read from the controller
based on the r xdr interrupt bit in the ri nt st s register.

In internal DMA controller mode, the DMA engine starts transferring the data
from the FIFO bulffer to the system memory as soon as the level specified in the
rx_wnark field of the fi f ot h register is reached.

The software driver must terminate the boot process by instructing the
controller to send the SD/SDIO GO_IDLE_STATE (CMD0) command:

m  Reset the cntar g register to 0.
m Set the start _cnd bit in the cnd register to 1, and all other bits to 0.
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d. At the end of a successful boot data transfer from the card, the following
interrupts are generated:

m The cmd bit and dt o bit in the ri nt st s register
m Theri bitin thei dsts register, in internal DMA controller mode only
e. Ininternal DMA controller mode:

m If the software driver creates more descriptors than required by the
received boot data, the extra descriptors are not closed by the controller.

m If the software driver creates fewer descriptors than required by the
received boot data, the controller generates a Descriptor Unavailable
interrupt and does not transfer any further data to system memory.

The alternative boot operation for eMMC card devices is complete.

Alternative Boot Operation for MMC4.3 Cards

Removable MMC4.3 cards differ with respect to eMMC in that the controller is not
aware whether these cards support the boot mode of operation. Thus, the controller
must:

1. Discover these cards as it would discover MMC4.0/4.1/4.2 cards for the first time
2. Know the card characteristics
3. Decide whether to perform a boot operation or not
For these cards, the software driver must perform the following steps:
1. Discover the card as described in “Enumerated Card Stack” on page 11-37.
2. Read the MMC card device’s EXT_CSD registers and examine the following fields:
m BOOT_PARTITION_ENABLE
m BOOT_SIZE MULT
= BOOT_INFO

“ e For more information, refer to “Access to Boot Partition” in JEDEC Standard
No. JESD84-A43, as referenced in “References” on page 11-79.

3. If the host processor needs to perform a boot operation at the next power-up cycle,
it can manipulate the contents of the EXT_CSD registers in the MMC card device,
by using a SWITCH_FUNC command.

4. After this step, the software driver must power down the card by writing to the
pwr en register.

5. From here on, use the same steps as in “Alternative Boot Operation for eMMC
Card Devices” on page 11-74.
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L= Ignore the EBE if it is generated during an abort scenario.

If a boot acknowledge error occurs, the boot acknowledge received
interrupt times out.

In internal DMA contr